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IP/Subsystem UVM e/SV Metric Driven Verification
Main Verification Flow Being Adopted Past 15 years
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SoC HW/SW Integration & Verification Challenges

: ARM CPU Subsystem i !
Multi-core SW e . i SoCSW and IP
development and Al5 Al5 A7 A7 Integration with 10’s
HW/SW verification to 100’s of IPs
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Need for Concurrent HW/SW Development
Shift Left

Serial HW->SW Development

ROM Diagnostics . o
HW/SW Content & Eirmware Drivers / RTOS / Applications

Spec : Silicon
| o o “

Concurrent HW->SW Development
Time to market
ccccce

» Integrate HW/SW early and often

« HW designed and verified in SW context

» Software exposed early to HW spec changes

» Verify SoC can support required SW applications
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Many Platforms for IP to SoC HW/SW Development
Verification and Software platforms need to interoperate
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SDK OS Virtual Formal HDL Acceleration FPGA Prototyping
Simulation Platform Analysis Simulation Emulation Prototype Board
°HigheSt Speed * Almost at «Non- ‘KHz range *MHz Range *10’s of MHz *Real time
«Earliest in the speed scalable «Accurate *RTL accurate *RTL accurate speed

flow +Less accurate «Exhaustive «Excellent HW *After RTL is *After stable *Fully accurate
«Ignore (or slower) Early RTL debug available RTL is *Post Silicon
hardware «Before RTL «Great for IP «Broadly »Good to debug available «Difficult to
«Great to «No SW available with full detail *OK to debug debug
debug (but execution « Mixed- *Expensive to *More *Sometimes
less detail) abstractions replicate expensive hard to
*Easy «Limited SW than software replicate
replication execution to replicate
AL 4 A\ 4\ \_ 4\ 4\ 4\ V,
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Challenges with Many Disconnected SoC
Development Environments

C/C++/Svstem(C. Fnvirnnment FP(GA Prntntvne

f

|’ Develop high speed abstract ] l Develop high speed accurate
S X Many specialized engineering resources required

X Significant development effort for each environment

Virtual m

Platform sy X Limited sharing of models/VIP between environments Platform
o= » .
X Difficult to reuse tests across environments
_ Develop IP, Subsysten X A lot of effort to migrate between environments Develop SubSystem,
& SoC RTL VerificatiorK SoC RTL & HW/SW
Environments (e 4 Integration Verification

) T\ Environments
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Platform
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Platformm e
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IP to SoC HW/SW Integration & Verification Flows

Applications
(Basic to Angry
Birds)

Middleware
(Graphics, Audio)
OS & Drivers
(Linux, Android)

Bare Metal SW :

Metric Driven Verification Planning

& Management

Hybrid
HW/SW
Integration

SW-Driven V. Coverage ™.

Verification Unreachability Analysis

~~ SoC Connectivity ™

Verification _
TLM Design &

Verification

UVM e/SV ~ RegisterMap ™

Coverage Driven Validation

Verification/_—-—\
Formal Assertion

Based Verification

Silicon

cadence




IP to SoC Pre-Silicon Verification Platforms

Virtual Platform
& Hybrid

HW Emulation or
FPGA Prototype

SoC HW/SW Integration Verification & Architecture Analysis

Gate Level Verification

SoC HW/SW Use Case Verification

HW Acceleration

& Emulation SoC IP Integration Verification

SoC Interconnect UVM e/SV Metric Driven Verification & Performance Analysis

Subsystem UVM e/SV Metric Driven Verification
Simulation &

For.”_‘a' : IP UVM e/SV Metric Driven Verification
Verification

Spec Silicon
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Expanding Requirements for Metric Driven
Verification

« Consistent planning and management across different flows
— CDV, Formal, Low Power, AMS, Use Case SW-Driven

* Need to support large-scale, multi-site SoC projects
— Scalability of coverage merging and analysis

— Scalablility of aggregating & archiving data from different teams &
sites

« Consistent metrics support across verification platforms
— Simulation, Acceleration, Emulation, Virtual Platform

« Uniform metrics based project tracking from IP to SoC flows
— Flexibility to “mine” verification database for customized reporting
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Section 1: Conclusions and Summary

Key to optimized IP to SoC verification flow is choosing the best platform
for the specific verification task with the right methodology
— For efficient flow, requires highly integrated SoC development platforms

« Scalable metrics-based verification planning & management across
multiple platforms and verification flows

- Early HW/SW Integration critical for fastest time to market
— Must continually verify HW in SW context

- SW-Driven Verification best suited for SoC integration verification & use
case verification
— Horizontal reuse across virtual, simulation, emulation, & FPGA

 UVM SV/e MDV best suited for IP/Subsystem verification on RTL
Simulator or HW Accelerator
— Use TLM design & verification flow for more efficient development of new IP
— Formal verification integrated for specific tasks to augment simulation-based verification
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MDV: Correlating Metrics with Verification Concerns
Data Driven Decisions and Objective Signoff Criteria
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MDV Unique Value
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Planning is Essential

1.
DUT Feature-Based Plan
* Input Interface A
' 66%
Coverage & check requirements 0 E"\ 5

Core Function B

Coverage & check requirements
Output Interface C

Coverage & check requirements

Plan Specifies Metrics Required for DUT Features:
Verification Goals based on:
. Analysis of specifications
. Experience of the team

Plan Provides Feature Based Tracking of Progress
. Implemented metrics to concretely measure Goals
. Regression results annotated back to Plan Features
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Benefits of an Executable Feature-based Plan

Without a vPlan
(Coverage Driven Verification)

Mame | Count
= Control-oriented Coverage 61/ 70
- uart_th_top.apbi0.apb_master_ifl.asserdPSeldnknown 0000

< uart_th_top.apbid.apb_master_if0.assenP Addridnknown
uart_th_top.uifl.assetRx<dUnknown

- uart_th_top.uart_dutua_rcwrl.output_r< data_ready
uart_th_top.uar_dutua_rcwrl output_r<_active

< uad_th_top.uar_dutua_rcwrl.core_rs_fsm_d_stopz_to_d_idle
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uart_th_top.apbid.apb_master_if0.assertPEnableUnknown 9B0000
- Uart_th_top.apbi0.apb_master_if0.assertPWdatalnknown N%\
uart_th_top.aphid.apb_master_if0.assertPRwdUnknown qE000

360000
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B
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?z vPlan CED

With a vPlan
(Plan based Metric Driven Verification)

vPlan: jexportfhome/fckomarfabyv_emar
Refinement Mode; [ocal
Perspective: Arbiter_PlanfDefault [nteqgr:

Coal Relative
Crade

=2-@ S : on

S

17 Y,

Data-oriented Coverage
uart_th_top.ovm_test_top.ve.apb0.bus_monitor.apb_transfer_c

/1

I+1 uart_th top.ovm_test_top.wve.uanl R<monitor.r<_traffic_cg Fid
uart_th_top.ovm_test_top.ve.uand R<maonitor.r<_protocol_cg 2i4
I+1 uar_th_top.ovm_test_top.ve.uart0.R<monitor.uan_trans_frame_r 17 £ 37
uart_th_top.ovm_test top.ve.uartl. T«.monitort<_traffic_cg B/ &
|'-FI part th ton owrn test ton we a0 T monitor s orotoceol oo 2t

2 Default Integration Yerification
2.1 External Interfaces

2.1.1 Arhitration Interface

3.1.1.1 Input Requirements
2.1.1.1.1 Fequired Input Coverage
2.1.1.1.2 Request Stahility
2.1.1.1.3 Done Response

2.1.1.2 Output Requirements

-0 I s on
o0 I e o
\ED EEl s oon
— o2
-3 A o o
- w3 GEIEC] sox on
w00 I o0 on
=@ I s oe 3.2 Black Box Control and Data Flow Features
o0 FEEIE oo on 3.2.1 Grant Generation
..... 2 N
D A s
0@ CE s o
0 N e
BN Failed

arbiter wviomp_arb_inst. autput_Gnta_then_|

arbiter wvcomp_arb_inst. autput _GntB_then_F
2.2.2 Fairness Behavior

arbiter vcomp_arb_inst. output _fair_for_A

arbiter vcomp_arb_inst. autput _fair_for_B

« With a vPlan, sections can be created to organize

Without a vPlan, all coverage appears flat py feature areas of interest

Difficult to correlate to verification plan

Difficult to differentiate between high
priority and lower priority coverage

 Various types of coverage/check metrics can be
mapped to each section

+ Very easy to measure progress relative to your
plan and priorities

cadence



IP/Subsystem Verification Flow Concerns
Must be very thorough for efficient SoC verification

 Verification Concerns
— Interface protocol compliance
— IP/Subsystem configuration, operations, and data paths
— Low power modeling
— Micro-architecture design features
— Stress testing of complex traffic scenarios

* Create UVM e/SV IP/Subsystem Verification Environment
— Augment with formal for block level and RTL linting
— Commercial interface VIP for standard protocols
— Reuse interface UVCs for proprietary protocols
— Constrained-random stimulus sequences
— Reference model, register modeling, and scoreboard for data checking
— Assertions for protocol checking
— Functional coverage for measuring features exercised

— Code coverage for measuring HDL implementation exercised
— Formal unreachability analysis of code coverage to reach 100%

— Reuse IP Verification Environments to create Subsystem Testbench
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Traditional MDV Methodology

IP and Subsystem Verification

55 Phase2 Normalized Goal
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SoC Interconnect Verification & Performance
Cconcerns

* SoC Interconnect includes hierarchy of connectivity across
IPs and memories

* Interconnect Functional Verification
— Address map and decoding
— Configuration and address remapping
— All Initiator to target paths
— All target from initiator paths
— Multi-protocol transaction transformations
— Cache behavior for cache coherent interconnect

* Interconnect (and Memory subsystem) Performance
Verification and analysis
— Latency for critical data paths
— Bandwidth and throughput for heavy traffic stress scenarios
— QoS/QVN requirements
— Cache performance for critical use cases
cadence



SoC Interconnect Verification vPlan

Design Feature Coverage Metric Platform

Address map and decoding Functional Sim
Configuration and address remapping Functional Sim
All Initiator to all target paths Functional Sim
All target from all initiator paths Functional Sim
Multi-protocol transaction transformations across Functional, Assertion Sim
interconnect

Cache behavior for cache coherent interconnect Functional, Assertion Sim

« Automatic generation of interconnect TB
* Built on UVM-based VIP
» Same Metrics as IP Verification

Interconnect

Workbench [ 5 d énc e®



SoC IP Integration Verification Concerns

 Signal Connectivity in SoC
— IP connectivity in SoC
— Clock, interrupt, & reset connectivity
— 10 Pad connectivity

 IP Configuration, Primary Operations, & Data Path
Connectivity in SoC context
— SoC clocking & reset modes
— |P access to Memory
— IP 1/O access and data path transaction flow
— IP programmer’s view and primary operations from SW Driver API
— IP Interrupt scenarios

* IP Low power integration

— Hierarchical low power control and power modes — power shut-off
and voltage configurations

— Low power interconnect and interface — isolation behavior
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SoC IP Integration Verification vPlan

IP Connectivity in SoC

Clock, interrupt, & reset connectivity

IO Pad connectivity

IP access to Memory

IP I/O access and data path transaction flow

IP programmer’s view and primary operations from
SW Driver API

IP Interrupt scenarios
SoC boot/initialization scenarios

Hierarchical low power control and power modes —
power shut-off & voltage configs

Low power interconnect & interface — isolation
behavior

Formal Assertion,
Toggle

Formal Assertion
Formal Assertion
Functional, Toggle
Functional, Toggle

Functional

Functional, Assertion
Functional, Assertion

Functional, Assertion

Functional, Assertion

Formal
Sim
Formal
Formal
Sim
Sim

Sim

Sim
Sim/Accel

Sim/Accel

Sim/Accel
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SoC Use Case Verification Concerns

» SoC level features
— SoC FW boot up and initialization
— Primary 10 Pad configurations
— Scan chain connectivity and test mode operations

- End application use case scenarios
— Verified on firmware or lower layers of SW stack
— Adherence to power and performance requirements
— Cache and 10 Coherency

— End to end data path scenarios

— E.g., CPU programs camera -> camera sends image data -> CPU processes
image -> image sent to display

— Stress tests on resource contention and multi-master scenarios

— Cross use case scenarios with low power configurations, modes &
sequencing
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SoC Use Case Verification vPlan

SoC FW boot up and initialization

Primary IO Pad configurations

Scan chain connectivity and test mode operations
Cache and IO Coherency

End to end data path scenarios — functional, power,
& performance

Stress tests on resource contention and multi-
master scenarios

Cross use case scenarios with low power
configurations, modes & sequencing

Functional, Assertion

Functional, Toggle

Functional, Assertion
Functional, Assertion

Functional, Assertion

Functional, Assertion

Functional, Assertion

Sim/Accel

Sim/Accel

Sim/Accel
Sim/Accel

Sim/Accel
Emulation

Emulation
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SoC Gate Level Verification Concerns

 Gate Level Focuses on a critical sub-set of concerns

— Tests to be run in zero delay mode
— Reset verification, Initialization, & verification of clocking
— Basic heart beat test to detect functional issues or issues related to X mismatches
— Verify unexpected synthesis transformations
— Validate functional effects after DFT and Low Power insertion
— Tests to be run with timing
— Tests to cover/verify STA timing constraints like multi-cycle paths, false paths
— Test to cover asynchronous paths
— Verify DFT with timing
— CDC verification because automatic CDC failing too much at SoC level
— Validation of physical netlist low power implementation
— Safety standards on reliability testing via Fault insertion

* Uses same environment as for SoC Use Case Verification

— Except for scan chain verification and other physical netlist artifacts
— Same metrics and engines used as well

— Metrics: Black box Functional, Assertion, Toggle
— Engines: Sim/Accel
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SoC HW/SW Integration Verification Concerns

* Key concerns
— Integration & bring-up of OS & higher SW layers on RTL SoC

— Debug integration issues on pre-silicon emulated HW platform
— Validate OS boot up

— Validate middleware and real applications on SoC platform

— Validate performance requirements

— Validate dynamic power usage for critical applications
— Based on real running real SW application snippets

— Graphics GPU OpenGL SW API compliance

SW-Driven

- Effective Approaches /
— Use-cases, scenarios, and functional metrics
— Using SW-Driven testbench approaches
— Leverage Emulation & FPGA Prototypes

T
" I al re
VIP/AVIP Drivers [ | R | 0] (1"/-1 ‘

i

Testbench
CPU(s)
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MDV Metric Options

Measuring the right metrics for the task at hand
MDYV Metrics and Approaches

A
Test Functional Constrained Coverage Plan
Coverage Testing Random Driven Based
o X ——
S
[
S
.‘é 2 Test Driven Advanced More eff;fort, butf
X »gn \ more effective i
O g al b
E Verification Verification resources permit
Leverages
X advanced planning
Productivity Benefits technology
>
: D Month
Functional 2 Weeks onths Greater ROI

Quickly establish

i test area / i
DUT Give credit / track <

designers work

Test N \ N Effective test \ /
/ % driven verification
environment
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http://www.uvmworld.org/index.php
http://www.uvmworld.org/index.php
http://www.uvmworld.org/index.php
http://www.uvmworld.org/index.php

Simulation

c
@)
=
©
| .
Q
)
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o
<

SoC Verification Metrics Mapped to the Plan

Accelerated Use SW-Driven

SW-Driven TB | ~ e Testbench

A
A 4

Firmware

System Controller FW

Power Mgr
Driver

Mac Driver

:l -D (ho checks) 3-Tgp
B B mt_ ino checks 3.1-System Functionality

2 @D chet 3.1.1 - Software Behaviour
D' deckd 31,2 - Ethernet Packet Switching
LD [ m[_J el 3,13 - Reset Handling

E] B D60 ] | ooowend 3.2 - Structural Behaviour

s
l -0 [V m[_J Dol 3.2.1 - Automated simulation power assertions
B-03 ] oo 3.2.2 - Design Assertions

Ethernet Switch SoC Design
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SoC MDYV Enabler — Multi Engine, Multi Metric Plan

Plan editor

e BB a0 v

v [l I

1.1. HW/SW Integration [VIRTUAL PROTOTYPE]

Testcase

1.2, Use Case [SW DRIMNEM]
= 2. Subsystem
2.1, EMet [SIM-ACCEL]
= 2.2. 10 Subsystem
2.2.1. Interconnect Werification [SIMULATION]
2.2.2.IP Connectivity [FORMAL]
2.2.3, Power Intent [SIMULATION]

v 3. IP
3.1. UART [SIMULATION]

3.2, 5MC [FORMAL]

Metrics

| Functional
Metrics

Assertion

3.3, PLL [MIXED SIGMNAL SIr]
3.4, GPIO [SIMULATIONM]
3.5. SPI [SIMULATION]

Metrics
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SoC MDV Enabler - Manage All Metrics in One Spot

Multi Engine, Multi Metric results collection in unified environment

. O
Runs# Owerall
Covered Grade

0 = ]

&0 ES151.67%

&0 E151.67%

20 100%%

2 I 40%

20 O J15%

A Ana
Ex Name
i =2- B
Bl 5 default
. Ana . . . = El uart_tests
Ex MR Mame 3::::3& rade Assertion Status E apb_to_uart. .
i (no fitter) (no filter) no filtter] |E| ﬂpb_uart_rx,__
= []Re [=] uart_apb_in...
- =T 72.5% 79.55% 3 (U
= U1 Instances =1 56.39% 79.55%
El {1f uvmn_pkg CC—J34.92% o=
= uvmn_test_top B 60.26% 1/
E if wart ot B 60.26% 10
1 apb0 E=E193.75% e
mouartd ETT153.7% 0 s
afwart .. CIT—133.33% /=
i1} apb_pkg n/a n/a
(1} vart_pkg nfa nfa
1) uart_ctrl_pkg nfa nfa Metrics | Attributes | Source
Bl {1} uart_ctrl_top =T 81.87% T9.55% o -
1} apb_ifo it it T NG Name Owerall
1} apb_mi0 n/a n/a Average Grade
1 apb_sio n/a nfa = (W overall ==l £5.35%
1} uart_ifo nfa nfa B (@ code =1 75.43%
11} uart_int0 nfa nfa ® Block =T 34.48%
= 1 uart_dut =T 79.12% 70 55, M Expression =1 65.36%
o wh_inter . [==I188.57% /= B Toggle n/a
1} regs =T 77 95% 70.55% X FsM nfa
i dbg T s0% . =l (W Functional =T 59.26%
- M Assertion =T 72.22%
) L] CcverGroup\DIl 45, 09%
1 Il Il 4
ed Run: Session 54 Messhges
Environment Code Functional =~ Assertion
Hierarchy coverage = coverage = coverage

Testcase
coverage
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Team MDV: It Still Starts with a Plan!

Legacy tests
B uart_tests I

@ EXIE vart_tests.aph_to_uart_1stophit_test
T yart_tests.u2a_azu_full_rand_test

@ m uart_tests.apb_uart_rx_tx_data_aa
f@ BXEA vart_tests.cdn_uart_scoreboard_traffic
e uart_tests.uart_bad_parity_test

@ m uart_tests.uart_incr_paoad _test

@ BXIE vart_tests.uart_bad_driver_factory
e yart_tests.yart_data_autamation_labl
@ m uart_tests.uart_bd_parity_frame_test

Heterogeneous
Verification Tools
(ie Formal,Simulation)

Code coverage and other metrics

E-5E uan_dut {uart

=._E ua_aph_ifl (uart_aph_if)

i E ua_brgl (uart_baud_rate)

£ E ua_ctrll (uart_controf)

-2 B ua_int_ctrll (uar_int_ctt)
2 E ua_mod_ctrll (uar_modem_ctrl)
ik
iE

ua_mode_swl (uart_mode_switch)
ua_rcwrl (uart_receiver)
ua_r<_fifo1 (uart_r=_fifo)

-2 E ua_t< fifol {uart_t<_fifo)

-2 E ua_t«mtrl (uart_transmitter)

B-8-8-E
ii:

Requirements
Management

System

4

=0 )M e en

]| ) 515 coF
--] 67% (0F)

# @ --jsrxcon

# L_ EEEE I 1 00% (oF
“-] 34% (0F)

{

a3
=3 @] m_ 33% (2P

) T o

o7 [E0T] I railed

2.1 - APB_UART

2.1.1 - Interfaces
2.1.1.1 - APB
2.1.1.2 - UART
2.1.3 - Core Features - White Box
2.1.3.1 - Serial Data FIFOs
2.1.3.1.1 - RX
2.1.3.1.2 -TX
2.1.3.2 - Transmitter
2.1.3.3 - Receiver
2.1.2.4 - Code Cowverage
2.1.4 - Input Scenarios
apb_to_uart_1stophit
apb_uart_rx_tx
uart_apb_incr_data

1

The verification plan becomes the anchor to
connect teams and technologies together

¢ Brainstorming

&4

Outline from a
Functional Spec

Distributed /
Hierarchical
Plans

VIP Compliance vPlan
and module level vPlans
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Plan Composure and Creation: Scalability!

E10

% |

i}

B i

vPlan editor

Mixec-Signal Flan
9 1. DMS
? 1.1 Data Processing
% 1.1.1. data_type
5 1.1.2. amplitude
= 1.1.3. frequency

¢ 2. PFLL

? 2.1 Implementation
a2 11 upll
212 u_pli_l
1 2.1.3. u_pll_2
214 u_pll_3

¢ 2.2. Model
€2 2.2.1. cg_fsynth

|~=E

‘|| Covergroup

EERE

(no search)

i Assertion

(no filter)

Plan Specs Implementation |’Messages|

Logical instances rCuverage builder |
i Import manager |/

Metrics

L

All Metrics View hd|

O[5 Verification Metrics

Map all ? O @ Scope: default

EElE

: 9 [ Testcases

: III <2[=] uvm_pka__dms _wire_plkg__th_dut__
2| Multiple... o U= Twpes

§§ III ¢ O[5 Instances

| ¢ =i uvm_pka

il Block & <0k uvm_test_top

gEE ¢ Qb

] = o 4@ dms

‘| Expression ¢ 4mi1} master_agent

¢ €@ monitor
¢ hg? wvector_hin_cg

i ot clata_type
3 iloggle hg amplitude
@@ @'= frequency
i o= ai pll

;|| FSM state o & sh

A dms_wire_pkg

RG] e

FSM arc 241} cds_globals

BEE

|| Fsm trans

4 II

[ b]

P @ (ino search)

(no filter)

» Long paths mapping metrics to
plan

* Issue compounded across
engines

 Further worsens at great levels
of integration

« Connection to data during plan
composure enables efficiency

« Export/Import to/from popular
formats (XML, CSV, HTML)
enables scripting, publishing, etc
* Resultant plan is mapped
“Correct by construction.”
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MDYV for the SoC Team

SOC / Integration
~—~_ Testing

Hierarchical
Integrated
Plans / Results

V"

Simulation Formal Acceleration

Disparate islands of information

Inconsistent and incompatible
verification approaches

— Verification methodologies

— Different levels of integration

— Design technologies

Everyone contributes, but no
single coordinated view of who is
doing what and how

Goal: provide an independent yet
integrated [multi-user] metric
management and Plan to Closure
methodology
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Team MDV — Multi-user, Multi-engine, Multi-analysis

Hierarchically

Instantiated
SoC Integration Tests
(SIM/TBAJICE)

Reusable Plans

IPB2
' L9 VPlan

IP Block 2 Metrics
(SIM/UVM)

Metrics stored in
Verification DB
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Enabling the SoC Verification Team with MDV
Next generation MDV Architecture

-
Manager
" paseea

Merged 7

File /

Results

Data Consumes < Data Producers

* File based data mgmt does not scale DB gives orders of magnitude greater scaling
 Data does not inherently stay synchronous « Data synchronicity throughout life of a project
» Single User Environment — Difficult to Share * Multi User Environment — Easy to Share
« Static data — reporting is manual / intensive * Dynamic — fresh data, built-in real time reports
» Batch coverage merge not suited to 24/7 runs  Continuous operations mode / “always on”
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Database Driven Architecture

Complete
project
data

Session Marme Total Runs #Passed HFailed #Running  #Waiting #0ther Start Time ¥ Cwner
Status

[ro filker) [no filker) [ro filker) [ro filker) [ro filker) [ro filker) [mo filker) [ro filker)
completed [ UART Block.14_02_o7_15_... 12 N 6 o 0 0 247414 1:48 PM johnn
completed [] sMc_Black_Formal 1z D 11 1 0 0 0 243414 11:54 AM pcarzola
completed [ 2PE_Subsytem.14_02_03_... D - 0 0 0 0 2/3/14 11:29 AM johnn
cormpleted D UART compact_2014-02-01 I = 2 ] 0 ] 1/31/14 11:46 &M nseqgal
cormpleted [] UART_compact_2014-02-02 S N 2 0 0 0 1/31414 11:44 A n=eqgal
campleted [ UART Block.14 01 31 _10... 12 N - 5 0 0 0 1431414 10:57 AM johnn
completed [ UART Block.14_01_31_10_... 12 I - 7 o 0 0 131414 10:47 AM johnn
cormpleted D DM5_sanity_1 1 D 1 0 ] 0 n 1/29f14 1:30 PM rmagraharm
completed [ DM5_smoke_2014_1_29 2 D - 0 0 0 0 1/29414 1:50 PM magraham
completed B Formal_Interconnect Verifi... __ 1/27f14 11:54 AM pcarzala
cormpleted D LowPower 1 D 1 ] ] 0 1/24/14 2:15 PM johnn
completed |:| Unreachability 3 D s ] ] 1f24/14 2:04 PM nseqgal

Direct access to
regression data
for deeper

analysis.
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Requirement - Unified Analysis Environment

 Analysis, exclusion and
reporting

* Top level verification plan
down to low level
bin/line/toggle level analysis

— Historically split between
multiple tools (spreadsheet,
scripts, single run coverage
analysis tools)

 Single environment for ALL
metric analysis
— The right data at the right time

— Low latency access (seconds,
single click)

vPlan Tree Extende

| & Sub Elements | =/ |

EaC=rE [ ] Recursive - I
=l [2 APB_UART Ex Mame Owerall Average Grad
EE] 1 Interfaces
1.1 APB
FY
HIE 1.2 uART '-];__ EIGHT, QDD I/ 0% el
=
b 1.21 wal EIGHT,SPACE I— 0% 1
1.2 1'];[
13 “a| EIGHT, MARK I— 0%
2E 12 =a| SEVEN,EVEN I 0%
B =y
= =2l SEVEN,0DD I— 0%
=a| SEVEN, SPACE I— 0% =
[ P T .
| Metrics | Attributes | Source |
a -
Ex UMk Name COwerall Average Grade Overall Covered
= (W overall o 54.73% 80905 / 265920 (30.42%)
= (W code = 63.82% 79496 / 190966 (41.63%)
M Block B 51.21% 15830 / 21047 (75.21%)
M Expression = &85.79% 733 /942 (77.81%)
M Toggle 1 40.32% 62933 / 168977 (37.24%)
\g FSM T 42.91% 427 /971 (43.98%)
= (B Functional o 54.11% 982 / 73983 (1.33%)
M assertion == 71.38% 216 / 270 (80%)
B coverGroup T 45.89% 766 f 73713 (1.04%)

= 5 ETTLIL T LT
= -
a3 function new (string name = “"", uvm )™
[4] Il [»]
Q| | =] []Match Case
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Requirement - Unified Analysis Environment
Includes Failure Triage

Failure analysis complements metric roll up in MDV Cockpit

Integration and automation with debug is a natural fit

Push button automated rerun with dumping of debug data

Tight integration with advanced debug platforms
— e.g. Cadence Incisive Debug Analyzer
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Unified Analysis Environment
Failure Triage Included

Groups of ErrorsPre-Grouping Filter:

Runs of: .- WM _ERROR

Description Sewerity Category Number Index  Mame Status Duratior®
Of Entities isec.)
B UVM_ERROR  [SCRED] ####### FAIL : APB... [grid/avsfinst... error first 2t B (©) fuart_tests/apb_uart_rx_t« € failed 3
' UWM _ERROR  [SCRED] #at##### FAIL : uart... [fgridfavs/inst... error first 2
Run Producing
Failure Showing 1 items \ The Failure
Binning Details of:  UVM_ERROR
Attributes | Logs
| I [ » | Attributes | Logs |
Showing 2 items local_log.log % |
Errors .- UM _ERROR @ 0O 322 UVM INFO /grid/avs/install/incisiv/13.1/1a
Name Description Context Time 4 Severity 322 UVM_ERROR /grid/avs/install/incisiv/13.1/1

UVM_ERROR
B UvM_ERROR

[SCRED] ####### FAIL : uart0 R...
[SCRED] ####### FAIL . uartd R...

fgridfavs/inst. .

400500

fgridfavsfinst... 408500  error

Failures in
Bin

Showing 2 items

324 WWM_INFO /grid/avs/install/incisiv/13.1/1a
325 UVM_INFO /grid/avs/install/incisiv/13.1/1a
326 UWWM_INFO /grid/avs/install/incisiv/13.1/1a
327 UVM_INFO id/avs/install/incisiv/13.1/1a
328 UVM_INFO /griNays* <]

320 UVM_INFO /grid
330 UVM_INFO /gri

332
333 --- UVM Report catche

I
ey | |

-

b
=| []Match Case

un: Session

= Messages
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React Real-time to Trends

o Utilize “One Touch”
real time access to
up-to-date results

* Track critical
verification indicators
over time for
visibility and
predictability

il

[ preerET—
sa T [ e
i 1,000
50
900

* Project Definition e =
— Set of data =0l

— Metrics to track

— Criteria for sample
* Project Tracking and Analysis

— Graphical and textual presentation of the metrics results over time
— Persistent storage of trend data in the DB enables team access
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Enabling Tools

Practical guidelines

Human Factors

Methodology

Consider the intangibles upfront
— Human factors and verification methodology

Plan
— Leverage plans built at all levels of integration, with metrics from all available engines
— Expedite plan composure with access to metric definition information
— Instantiate IP level plans for SoC plan creation efficiency

Collect
— Take credit for work already done =» aggregate results across users, engines, time

— Metrics must be easily accessible (view, report, query) = utilize common database
architecture

Analyze
— Snapshot results at regular intervals
— Find trends, filter blips (charts, reports)

React
— Objective Data = Exploit connection of metrics to plan, spec
— Instant appreciation of project wide effect of decisions based on real time data
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Agenda

;. :.- -
| .‘. . ﬂ\ }
W Ll
- w l sl

Section 1: MDV Methodology IP to SoC Verification
| i SN0 .
Section 2: MDV Approaches Beyond RTL IP Level
Ff o T

~

D
.
Section 3: Team Based Verification Management
N _ .

-~

»I Section 4: MDV In Action
i)
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Apply coverage at several stages

of development cycle

\

S

-

S}/stem/soc |

System/SoC

* Expand coverage analysis with live
interfaces and real software/firmware
execution

» Use coverage techniques to optimize
designs and software tests

+ Continue to use assertions to ensure
correctness and localize problems

(Sub-System

» Create realistic scenarios and
transactions to exercise interfaces

» Continue to use assertions to ensure
correctness and localize problems

» Use code and functional coverage to
monitor interfaces and testbench
effectiveness

r
Block/IP

+ Create synthetic scenarios to hit paths

» Use assertions to ensure correctness

» Use code and functional coverage to
monitor interfaces and testbench
effectiveness

Block/IP Sub-System/SoC
Verification Verification

SoC-Level Hardware/
Firmware Integration

|

Full System i
Validation with - Prcl):tlgltd e
App Software .
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Coverage

Use Cases
Applicable

Use Cases User Explorations (examples) Coverage
SoC

rEGrETaT * What is the activity between sub-blocks? v

_g_ ) * What is the top level activity—perhaps 1 or 2 levels?
Verification
Localized and « How can | run detailed coverage analysis into specific area of interest? v

Full-design focus * How do | achieve 100% coverage?

 Are two processing units simultaneously active? Were interfaces active

simultaneously? Was interrupt issued when CPU transfers data to

GPU? v
* How do | correlate coverage to design features that I’'m testing and

measure progress against my overall verification plan?

Verify Modes
of Operation

Design * How is this buffer being used? Undersized? Oversized? v v
Optimization * What is the latency on this operation? Average? Max?

Improving

Hardware * How much of hardware is being exercised by software tests? v v
Coverage of » Should | improve my software tests to achieve higher coverage?

Software Tests
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Code coverage problem statement

system

1
T T | | |
CPU1 CPU2 GP mem network

/ / \ \

How can |
control from
top-level
testbench?

What is this
signal or
code?

Qo QQ

« Traditional code coverage use model is difficult
— Add an option and get overwhelmed with data

— System verification engineers aren’t going to understand coverage data at low levels
of the design

— Even if they did, very difficult to influence low level logic from system level tests

e Solution?
— Focus on actionable data

cadence



Integration verification --

GPU Application (26 MGate)

N ES IS

- . . . - Disable Code

Coverage

« Cover connectivity between top-level modules
— That’s what’s new and untested
— Lower level blocks have been verified at the block level
— Understandable and actionable by system verification engineers
— Typically would use toggle coverage on ports of top-level blocks

— Block coverage not as interesting at higher levels - limited RTL
— Might have small pieces of new system-level controller logic

— ®
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Localized focus—qgo deep --

ARM CPU Subsystem

A15F A15 AT R A7

3D
L2 cache L2 cache B Graphics
Core

[ []
C.ache Coherent Fabric

SoC Interconnect Fabric
[ |

- o

] = N
=] |
pm—
—_———— Other Low-speed peripheral

High speed, wired interface peripherals peripherals subsystem

« Focus on a particular region of the design
— Manage “amount of coverage data”
— New or lesser tested area
— Specific concerns with coverage in an area
— Access to designers
— Can merge multiple regional coverage databases into a complete view
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System-level functional coverage example

Testbench

V V

C | | Blockay | C Block Block |
FC 1 1 J 3

Testbench
Block
2

Testbench ‘
\Y V C
C :
FC
3 -
Fe k /

Block-level verification = Sub-system, system-level
focus verification focus
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Verify modes of operation --,

* Can maintain some monitors for
coverage from the subsystem level

« Fundamentally, asking different
guestions at the system level

— Concerned with interactions
between subsystems
FC

— Implies a system level test plan tied &=
to design spec

Z0Z

 Verifying modes of operation

— Were these two processing units
active simultaneously?

— Were these interfaces active
simultaneously?

— Have | received an interrupt when
the CPU is transferring data to the
GPU?
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Code Functional

Verify modes of operation ?

X Hcrosoft Excel - wshboae._ asami =10
S)Ee @ tev pet Pvat Tk D e b T HJOCR
TS 1] RPN 3 ERRRREE TR |
S & goatestbench
A 8 < []

3 F T T
E 10 e =
apice s »

2t Jree o
3 lfngen] %

Laseren
4 conge

atore

{3 e %
5 T T . BI k B|OC|(
1 o vrge oty [ooae"" o soge vre | ocC
] covee normy) forrs (g 0" corer_toma tem| [
3 (DUl engee J 1 3
1 Jn it chec i e s
" [madi2 vect o wsertor .
2 s [0 942 e s .

esseecs =

Coierage
1) zort 1
" 02 o ¢t o [iroup con ooy SHA%E § 1

8 6me b cor _lorus ot oo SKAPE §

Enterprise Planner - filterbasedp

File Edit Tools Help

M
O]
N

D) New S2open. mesave T ) Undo (¥
vPlan editor
TEMSEO®

< Jli] filterbasedpers vplan Field profi
(31, test r_\

v (@2 testl Section
= [32.1.test2
@ 2.1.1. cg
dk 2,12, ck
chk 2,1.3, pwrite | APB write not
~ [32.1.4. APB read bus least significant bil
b [22.1.4.1 prdata[15:0]0

Plan [ Specs ] Implementation ] Cunsn\el

Full pat 4

b [32.15 byte_sel | APB FIFO access
SHz16.tc Details
H217 same

Implementation notes
Priority
§ Section owner

= [13. perspectives

|- 2

b §23.1.1 prdata[15:0]0

b EB3.15 byte_sel | APB FIFO access

Parameters

Verification scope

I [ [v

4] 1|
Logical instances
Search || Clear |[] Names only| Advanced= o
0al

Weight
Selection: At least
filterbased| perspecti i

|0l e ——

on awner = 'N
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Design optimization P
* Investigate performance in real- /
world scenarios -
— What is the average utilization of 1
the FIFO?
— If low, can we reduce the FIFO
size?

— If high, can we expand the FIFO or | ¥

can we optimize the application
software?

* You may have seen cases where
designers put in special counters
C
FC

o<

covergroup cg @(posedge clk);
coverpoint count iff (wr_en);
endgroup

and instrumentation

— Covergroups and cover properties W
are a very easy way to instrument, K
plus there are standard tools for
merging, reporting and analyzing FIFO with Low Utilization

results »
i Optimize /\/\/\Tn_cr;;]
\/\ Size?

FIFO with High Utilization




Improving har
software tests

dware coverage of

Applications

v v

Coverage Enabled

Middleware

Operating Systems (OS)

Drivers

Firmware/HAL

o

i @ || Al Metrics - 9 x Layout -
Context  Source iews Block Expressio Toggle — FSM  Gover Assertion| Type Entityin Enclosing | Without Excude © ¥
infa Map Group Hierarchy Ertityin | Caramner
Context Views Analyze Laokup Refinement Page

rification Hierarchy

ation Metrics
owerall

Marme Owerall

Average Grade Covered Metri i Attributes | Source
a -
s} Types L—J Mame uerall ouerall  Gverall Gverall
= (1 Instances [T 56.22% 32375/ ... Average Grade Covered  Local Grade  Local Covered
1 uvm_pkg B 55 83% 79 /274 2 @ overall [T _145.08% 3840071 0 /0 infa)
1 wvm_accel_pkg 00 (nsa) = D Code [CT147.55% 58085 /1 040 (nfa)
3 uvm_config_. 070 (nfa) @ Black =0 73.24% 157617 2. 040 (nfa)
1 ahb_pkg 070 nsa) B Expression 070 insa) 040 (nfa
1/ hiss_pkg 0 /0 (nfa) D Toagle CT132.72% 2232471. 040 (nfa)
1 demo_top E=T151.71% 52 £ 259 .. @ FsM 070 ina) 070 (nfal
B @ demo_top =0 61.10% 52214 / B @ Functional ES155.1% 3157699, 040 (nfa)
El {1} hw_top =0 61.11% 32214 ¢ ) Assertion I 45.96% 537154 0/0(nfal
i chkgend S 7S% 5 /6 (83 D Covercroup  EEIT 61.42% 262/ 745.. 00 infal
1 i_chip 1 36.04% 51923 f
1 driver_.. [T 80.11% 102 / 14,
1 collecto.. =T 64.87% 96 £ 132
1 hiss_bc.. [EEEI] 59.68% 9/ 34 (2
1 hiss .. CT_126.09% 6/23 (2
i hiss_pe.. EEEET 65.71% 6/ 7 (85..
1 hiss b EST]59.68% 9 /34 (2
i hiss_rx.. E_126.09% 6/2312..
1 hiss b ESST165.71% 6/7 (85
i hiss_b<.. BRI 59.66% 9 /34 (2.
1} hiss_r<.. E_—125.09% 6 /23 (2
i hiss_p<.. EEEET 65.71% 6/ 7 (85..
1 hiss be.. EET159.68% 973412
i hiss_rx.. E_126.09% 6/2312..
1 hiss_be.. [EEET185.71% 6/ 7 (85
Showing 27 items Shewing 9 items

 Software-validation process often independent of hardware-verification

pProcess

- How well is the software exercising the hardware?

« Get a sense of “coverage” of the software through enabling hardware
coverage during the running of software tests
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Improving hardware coverage of --

software tests Block Coverage Enabled

Abplicalans Coverage
| 100%
Middleware
80%
Operating Systems (OS) 60%
Drivers 40% n
20% _] I I m Coverage
Firmware/HAL
0% -
& 7
(5\\ 0 &\ K $(b\
Q\\o 1S O PR &
& N

 Software-validation process often independent of hardware-verification
process

- How well is the software exercising the hardware?
« Get a sense of “coverage” of the software through enabling hardware
coverage during the running of software tests
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SoC MDV — Multi User, Multi Engine, Multi Metric

Environment pulling together contributions from all users, engines, and metrics

pl

[mo filker) [ filber) [no filker)

completed [ ] 0 2f28¢14 ... | melancon
completed |f] ams_smoke 2 - 0 1/29/14 ... rmagraham
completed |f] hw_sw nightly 17 I 1T 0 6f9/10 1... rmagraham
completed [ ] 10_55_Connectivity 1 I o 1 56§14 2., joseb
completed |7 SMC_Block_formal.14_02_27 13 ... 11 I 1o 1 2427414 ... joseb
completed |f] SMC_Block_sim.14 02 27 13 37... 1 I 1 0 2f27114 ... joseb
completed |f] UART Block UNR 1 I 1 0 2f26f14 .. joseh
completed |f] IO _Subsystern.14 02 25 16 07 ... 12 D 1z 0 2/28f14 ... johnn
completed | UART Black.14_02 26 11 57 41.. 12 Dl - 7 2f26f14 .. johnn
completed |f] LowPower “Yerification 1 I 1 0 1/24/14 ... johnn
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SoC MDV - Multi Engine, Multi Metric Plan

Executable verification plan that can link to all necessary engines and metrics

58

wFPlan Hierarchy

= K Switch werification Plan 1
FHES 1 SeC Bl 58.39% % n/a 0
= 1.1 HW slash SW Integration [VIRTUAL E=1] 55.39% * nfa 0
1.2 Use Casze [SW DRIVEN] nfa nfa 0
=HES 2 Subsystemn E151.71% E= 1 60% 0
i— 2.1 ENet [SIM-ACCEL] BT ] 69.62% nfa Q0
2.2 10 Subsystem L 133.8% E= 1 s0% ]
= 2.2.1 Interconnect Verification [SIMI ] 46.46% nfa !
= 2.2.2 IP Connectivity [FORMAL] I—1 0% nfa 0
7= 2.2.3 Power Intent [SIMULATION] B 1 54.95% [ 0
== 3 1P Erdso.s2% [E=Je3.75% 1
3.1 UART [SIMULATION] E=T1 73.95% E= 55.89% O
3.2 SMC [FORMAL] BT 50.38% B _J43.18% 1
3.3 PLL [MIXED SIGNAL SIM] BT 153.27% nfa 0
Z.4 GPIO [SIMULATION] B 1558.25% nfa 0
3.5 5Pl [SIMULATION] B 130.73% nfa 0
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SoC MDV - Multi Engine, Multi Metric Tracking

Tracking progress of contributions from all users, engines, and metrics

Tracking
switch SoCc  ||if 1@

- 90%
- B0%
- 70%
- B0%
- 50%

Mumber

- 30%
- 20%

0%

1/10/14 1117714 1/24/14 1/31/14 2/7114 2/14/14 221014

B Cumulative Session.#Fail B Cumulative Session. Tot Euns -= [P Al &verage Grd -e EMet [S5IM-ACCEL] &All Average Grod -4 10 Subsystem.all Average Gral
- HW_slash_SW Integration [VIETUAL PEOTOTYPE] All &verage Crd

Detail=Y Source
Data Source of: S0C_Snapshot_7

Ferspectives |Switch ‘Yerification Plan ﬂ

1146 f 2664 (43
90 f 383 (23.5%)
273 £ 590 (30.67%)

763 /1351 (56.29%)

= W'l Switch Verification Plan

Subsystem
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The How To’s of Metric Driven Verification to
Maximize Productivity

 MDV has been proved to improve predictability and
productivity at IP to Sub-System Levels

» Today you have learned how MDV can be expanded using
vManager to operate across specialized verification
engines

- Additionally you have learned how MDV can be used thru
to SOC level verification.

« MDV at SOC is new and emerging, and Cadence is
committed to codify and optimize this for the industry, just
like we did with UVM from eRM at IP levels

* Thank you for your participation today. You can learn more
about the vManager Solution and MDV on the Cadence
website — www.cadence.com
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Questions ?
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