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 WHAT?
• Building Basic block of Neural network.
 WHY?

• To support building of different Neural network topologies.
• To accelerate applications in mobile devices, OCR etc
 HOW?

• By using Deep Neural Networks

• Problem Definition: To hardware accelerate AI 
based computationally intensive tasks.
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Basic Terminologies
AI is a field of computer 

science that gives computers 
the ability to learn without 
being explicitly programmed
Key terms in AI: 

• Learning
– Supervised & Unsupervised.
• Cost function & Gradient 

descent
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Key Terms in Neural Networks

5

𝑓𝑓(𝑤𝑤𝑡𝑡 . 𝑥𝑥) = 𝑓𝑓 �
𝑖𝑖=1

𝑛𝑛

𝑤𝑤𝑖𝑖 . 𝑥𝑥𝑖𝑖 + 𝑏𝑏

Feed forward NN
Backpropagation
Activation function
Perceptron
Deep neural nets
Convolution NN
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If wrong, tweak the mask 
which results in min. error

Feed the entire 
dataset initialize some masks send to classifier Check the output

Computer Vision Algorithms

Input Image Output ClassFeature 
Descriptor Classifier

Computer Vision Recognition problem blocks

Experiment with the 
image dataset

Analyze the input 
dataset and come-up 

with certain 
operations with 
masks to extract 

features

perform the same on 
input image

Send the feature 
information to 

classifier

Traditional 
algorithm

NN
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Topology and Datasets
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• MNIST Database

• LeNet Topology
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Implementation 
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• Training is iterative, inference 
is one-shot
Matlab -> Python -> Numpy -> Tensorflow

• Others: neon, Keras, torch
• Output Visualization – Tensor 

board

Start

Read input image 
data and labels

zeropad/normalize 
data to match Lenet

initialize weights/
bias and implement 
Lenet in tensorflow

tweak trained 
params

ROUND(wt+0.5)

rerun SW for 
tweaked weights

test HW with 
tweaked params

compare
HW/SW

?

HW/SW results 
match

check HW

no

yes

EndSmall scale parameterized 
inference engine
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Hardware Architecture
weigths
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compute elements

Activatioin

• Line Buffers
• Routing Matrix
• Mult Add
• Parallel Adder
• ReLU
• Pooling 
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FCL Mapped as Convolution 

• Flattened 400 units -> 
CNN 
• Keep the filter size = 

5x5
• Number of filters = 16
• Output volume 

formed is [1x120]

5x5

120 sets of 16 such filters
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Down Counter
(load 8)

Down Counter
(load 4)

data_valid_buff

Q

QSET

CLR

S

R

data_valid_buff

data_valid

cntr_en

Q

Q

RST

D

set of delay flops =  
1M’ + 3PA + 1Actv  

*M uses an internal adder 
which is not flopped

conv1_compute_valid

conv1_pool_out

Q

Q

RST

D

set of delay flops for pool = 2

FCL_DONE

SRAM_WRITE

SRAM_READ

RESET

FCL1_FNL_RD_
DONE

fcl1_wake_i=1

! mem_incr_done_i

mem_incr_done_i=1

mem_incr_done_i
&&

! swch_fcl_dn

! mem_incr_done_i

fcl_rd_done=1! fcl_compute_out_o

fcl_compute_out_o=1

restart_i=1

outputs
sram_wr_en_ctrl_o

outputs
sram_rd_en_ctrl_o
fcl_cnt_en_ctrl_o

Control flow 
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Parameter Value

No. of Combinational cells 79827

No. of sequential cells 49183

Combinational area 21877 um3

Non-combination area 31120 um3

Total Dynamic power 19.527 mW

Frequency 400 MHz

Minimum slack + 556.87 ps

RTL Parameter Description
NUM_STRIDE_LEN No. of parallel convolution operation

NUM_FILTER No. of filters in the layer
LB_NUM_SHIFT_CONV Length of line buffer for convolution

LB_NUM_TAPS_CONV No. of outputs from buffer for convolution

LB_NUM_SHIFT_POOL Length of line buffer for pooling

LB_NUM_TAPS_POOL No. of outputs from line buffer for pooling

PIXEL_WIDTH Width of a pixel before/after scaling

Results
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Contd…
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Conclusion and Future Scope 

 CNN & FCL model for hardware
 This design gives flexibility to implement any 

topology because of the scalability feature being 
added.
 The novel approach of implementing vectorization, 

parallel and pipelined design adds to performance 
in terms of speed

 Fixed point implementation for higher accuracy
 Gate count optimizations
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Traditional Algorithm

Small scale parameterized 
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• Handcrafting the features is time consuming.
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Neural Network -Perceptron

Small scale parameterized 
inference engine

Perceptron- a basic neural network building block

MLP can classify Non 
linearly separable 
functions.
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Topology 
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• Neural Network used in  Feature extraction are called Convolutional Neural Network(CNN)

• MLP’s used in Classification is Fully Connected Neural Networks(FCNN) .
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Convolution, Pooling and Activation 
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Tensor Board Visualisation
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Memory Requirement

Small scale parameterized 
inference engine

LeNet Weight size Bias size (No. of Filters)

CNN 1

input data size 32*32*1

5*5*1*6 =150 6

kernal (filter) size 5*5

kernal (filter) stride 1

No. of Kernals (filters) 6

dimension before pool 28*28*6

Max pool yes

pool dimension 2x2

Pool stride 2

Activation RELU

out dimension 14*14*6

CNN 2

input data size 14*14*6

5*5*6*16=2400 16

kernal (filter) size 5*5

kernal (filter) stride 1

No. of Kernals (filters) 16

dimension before pool 10*10*16

Max pool yes

pool dimension 2*2

Pool stride 2

Activation RELU

out dimension 5*5*16

FC 1`
input data size 5*5*1

6 120*400=
48000 120fc neurons 120

Activation RELU

FC 2
input data size 120

84*120=1
0080 84fc neurons 84

Activation RELU

Soft
max

input data size 84 10*84=84
0 10fc neurons 10

Total = 
61470 Total = 246

61470 values ~= 
120.058KB if 16 bits



23

Software Results

Small scale parameterized 
inference engine

TOPOLOGY VALIDATION 
SET ACCURACY

TESTING SET 
ACCURACY

LeNet 99.2 98.6

DreamNet 99 97.3

LeNet for 
Universal OCR

98.1 97.6
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Hardware Components

Small scale parameterized 
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Pixels Stored in Little 
endian way in memory

=Pixel 
Register

Pixel 
Stream

p0 w0 p1 w1 p2

s1

w3p3w2 w4p4

s2

s3

m1 m2

m5

m3 m4 m5

m5
T1

Parallel Adder

T1

T2

T3

T4

T5

OUTPUT

Latency of mult add 
- 3 cycles

Latency of  parallel add 
- 3 cycles
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Hardware Results 

Small scale parameterized 
inference engine


	Small Scale Parameterized Inference Engine 
	Contents
	Slide Number 3
	Basic Terminologies
	Key Terms in Neural Networks
	Slide Number 6
	Topology and Datasets
	Implementation 
	Hardware Architecture
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Questions?
	Backup slides
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Slide Number 25

