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Verification Challenge: System & Chip + Software

Project cost ($M)
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Automotive Design Chain & Software Challenges
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Software Rework has Major Impact on System Cost

exponential growth in SW size and complexity 300-1000

Requirements
Engineering  70% Requirements & system Accerfs"’t"ce
interaction errors .
80% late errordiscovery
System 7
Design System
Test

70%,3.5% 1x

Software |
Architectural
Design

///
Integration
Test

Major cost savings through rework avoidanceby
early discovery and correction

g A $10K architecture phase correction saves $3M

Component |
Software
Design

Where faults are introduced
T { Where faults are found
Test The estimated nominal cost for fault removal

Delivery Delays Not Known
Until Late into Project Schedule 2019
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20%,16%
5x

Rework & certification is 70% of SW cost, and software
is 70% of system cost. Thus, 49% of system cost can
be attributed to software rework and cert.




... and so does Hardware Rework!

... and requires a “Shift Left”

Relative cost of a bug
120

100 Bugs found late are costly
100 — Hard to debug
— Limited options to fix
80 — Increasing mask costs
60
40
20 10
1 3
0 o [
Arch Design Blocktest System Customer

test
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SAFETY AND SECURITY
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Significance of Security in Safety

OO0 TR R T A New Pacemaker Hack Puts Malware Directly on the Device

T h e s e C h i n e s e h a c ke r s t ri c ke d Te s I a r s Researchers at the Black Hat security conference will demonstrate a new pacemaker-hacking technique that can add or withhold shocks at will.
Autopilot into suddenly switching lanes

Published Wed, Apr 3 2019 - 11:17 AM EDT ¢ Updated Wed, Apr 3 2019 . 12:22 PM EDT

LU G I SECURITY B7.21.15 B6:88 AM

Hackers Remotely Kill a Jeep on
the Highway—With Me in It

Security

Newb admits he ran Satori botnhet that
turned thousands of hacked devices
into a 100Gbps+ DDoS-for-hire cannon

One moron down, two to go

2019
a@ https://www.wired.com/2015/07/hackers-remotely-kill-jeep-highway/ '?VE I:IN
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The Pattern in the Case Studies

* Mechanical functions are replaced by software
— Lane assist & distance control

— AD functions

* Traditionally closed systems are becoming connected
— A pacemaker can communicate with the world
— A car’s steering and throttle can be influenced via sensors
— The Internet of Things is all about connectivity

e Safety and security become more entangled
— A safe system must also be secure
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Safety vs. Security

Safety

* The system behaves according to the
requirements in all cases

* Protects humans from machines

* A safe system must be secure

* Techniques to achieve safety
— Requirements traceability
— Code coverage
— Comprehensive testing
— Redundancy

SYSTEMS INITIATIVE

Security

The system behaves according to the
requirements in all cases and does
nothing else

Protects machines from humans
Security does not imply safety

Techniques to achieve security
— Security policy
— Penetration testing
— Covert channel analysis
— Practically all safety techniques

2019
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How Does a System Look Like?

* Abstraction and functionality moves from

Applications the bottom to the top
 Dependencies move from the top to the
. bottom
Middieware * You can make a “safe system” with “unsafe
hardware”
Operating System & Device Drivers * Canyou make a secure system without

secure hardware?

— Who would you trust?
Hardware
2019

accellera DV LI

© Accellera Systems Initiative 11

SYSTEMS INITIATIVE



Building a Chain of Trust

Chain of
Trust

App App FOTA

Middleware (FS, USB, TCP/IP, etc)

Operating system

Software
Abstraction

bootloader

T(0)=device power on T|me 2019
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Building Safe and Secure Software

e Separation is key for both

e Separation in the time domain
— Paramount for safety — real time behavior
— Required for security — prevent DoS
e Separation in the memory domain
— Significant enabler for complex systems
— Significant cost redactor
* Maintaining flexibility in the system could become difficult

— The right choice of technology is important
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Separation Architecture + Virtualization

Application
Application
Application
Application
Application
Application
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Planning for Safety and Security in Software

* Partitioning system resources

— Separation allows greater flexibility

* Certifying mixed criticality components

— SEooC can be leveraged to reduce total cost
— Safety decomposition
— Separation is essential

e Security policy enforcement

— Separation allows you to be cost efficient
— Can also help for a clean and simple design
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The Right Tools for the Right Job

e Safety standards mandate tool qualifications
— Could be replaced by testing in some scenarios
e Safety standards mandate tools for the whole lifecycle
— Requirements definition and traceability
— Code coverage
— Reports
* Security is more challenging
— Penetration testing requires sophisticated frameworks
— Different code analysis tools are available
— Run-Time agents & utilities for additional security

DESIGN AND VERIFICATION™
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Hardware Considerations for Safety and Security

Safety Architecture

Design for Safey is an archieciural proble Functional requirements and failure modes
e 1 . } ‘ Estimate and distribute FIT

Map failure modes to safety goals

Requirements
Planning and Optimization
Execution

FS verification
(Fault Injection)

Safety Optimization

(Safety Mechanism Insertion) Design Verification

Implementation

FS-aware P&R
(countermeasures)

Functional Safety Analysis links to the traditional design/verification and implementation flow:
* To include safety mechanisms and meet the HW metrics/ASIL 2019
a@ - Safety metrics, PPA, verification time, automation are all to be considered DV N
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Benefiting From Cooperation

 Hardware can greatly reduce the cost of safety
— Reduce the overall resource demand
— Replace software safety mechanisms
— Provide a secure trusted platform

e Use safe hardware as early as possible!

2017
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SHIFT LEFT IN VERIFICATION
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Shift Left in the V Diagram — Automotive Example

Virtual

Vehicle Vehicle Vehicle Vehicle
requirements validation requirements Integration validation
System System System System
Design verification Design verification
Subsystem Subsystem Subsystem Subsystem
Design integration Design integration
ECU ECU
e s ECU test
specification €s specification ECU test
ECU Development ECU development
9 to 24 months
2019
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Applications

Middleware
(Graphics, Audio)

OS and Drivers
(Linux, Android)

Bare-metal SW

accellera
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Embedded Software Challenges ...

... addressed by Virtual and Hybrid Platforms!

<

S, o,
— a

Embedded Software Challenges

» Register interface out of synch with drivers

» Missing Registers or, incorrect register definitions

* Incorrect routing logic or, incorrect memory map

» Software Memory Accesses to unmapped memory

* Missing Interrupt events

» Verification of SW drivers in the context of an OS boot
* Embedded SW Programming Errors and bottlenecks
* First time OS Bring up

2019
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Integration HW and SW Early

Applications |
(Basic to Complex) |

Middleware
(Graphics, Audio)

SW

Virtual

Platforms Shift Left development

on chip

OS and Drivers
(Linux, Android)

Bare-metal SW

Time for critical bugs in

SoC in System system environment to be removed

Only small

| RTL SEUE Post-silicon

Sub-System ~Idea to spec becomes level Production L

| validation

| stable changes
and ECOs

Spec RTL-Design and IP Integration and Verification 27019

IP Qualification | Netlist to GDSII Fab Post Si |
acce//era CO?E!\ICE AND EXHIBITION
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What Do Users Care About?

O

AS%

Time of
Availability

Earlier is better

-
%

Speed

Faster is better

Accuracy
More is better

Capacity

More is better

Development
Cost

Less is better

Replication
Cost

Less is better

- T
T

|-

Software Debug

P 9 4
PEST CONTROL
%

IHardware Debug

Execution
Control

System
Connections

Bring-Up Time

Less is better

<

%

Value Links
(Power,
Performance)
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Wouldn’t It Be Nice If “One Tool Would Rule Them
All”? ... like that German Fable?

* Eierlegende Wollmilchsau
 "egg-laying wool-milk-sow*

* Perfect farm animal uniting several
qgualities:
— chickens (laying eggs)
— sheep (producing wool)
— cows (giving out milk) and
— pigs (can be turned into bacon)

* Produces all the daily necessities and is
tasty to boot, it is an animal that only
has good sides to it ...

Source: Wikimedia Commons: http://bit.Iv/2ths5(8]9
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http://bit.ly/2fFtsK1

System Verification Characteristics

SYSTEMS INITIATIVE

\
SDK Virtual RTL Acceleration FPGA Prototyping
OS Sim Platform Simulation Emulation Prototype Board
« Highest speed » Almost at speed * KHz range * MHz range * 10s of MHz * Real-time speed
« Earliest in the flow * Less accurate (or » Accurate * RTL accurate * RTL accurate  Fully accurate
« Ignore hardware slower) * Excellent » After RTL is * After stable RTL is » Post silicon
* Before RTL hardware debug available available « Difficultto debug
» Great to debug (but * Little software » Good to debug with » OK to debug » Sometimes hard to
less detail) execution full detail  More expensive replicate
» Easy replication » Expensive to than software to
\_ \_ J L \_ replicate ) \_ replicate % y
2019
DVLLOIN
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Bare Metal Compute Options

Performance

m—— Custom
Processor

Xcelium™ Palladium® Protium™ X1
Simulation Z1 &S1

Eulos p :
Debug Flexibility & Compile Time
2019
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Hardware/Software Co-Verification during SoC Design

Applications Virtual System Functional HWI
(Basic to Complex) Platform Simulation

Middleware
(Graphics, Audio)

OS and Drivers
(Linux, Android)

Bare-metal SW

Software based hardware tests

Architecture Frontend Design & Functional Verification Place&
Exploration Route,
& Tape Out
Chip Definition np.
Cl
Phase = S
Ug/,
7

SoC Development
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1st Silicon

Chip
Production

Fab

Board

Silicon
Bringup

Post Si
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Transaction
Level
100MHz
Signal Level RTL
- 1Hz to KHz
3
(]
[
o Gate
= Well below Hz
(o)
(o}
@
Transistor
Layout
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Virtual Platforms to the Rescue

Hybrid
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Embedded Software Development

8 Cadence Virtual System Platfom

* Instruction Accurate software model of hardware

system, at the transaction-level

» Full programmers view of design
* Runs unmodified target code
* Runs very fast (sometimes faster than real-time)

* Available 6-12 months before silicon or boards,

depending on model availability

« Enables early integration of hardware and

software, improves quality

» Could provide insight into performance

bottlenecks, architectural analysis

* Includes SW stack

» Easy to distribute to many users

Speed, Controllability, Observability, Repeatabilityy
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Hardware/Software Integration

Software Debug: C Code

AN

bry mtruction

System Debug: Software

Hardware Debug: RTL

Waveform 1 - SimVision

Eile EGt View Exlore Formal Simylation Windows Help
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£7/Cursor-Buselnn v+ 252,310,353

Edge Count Results

dl  Edge counts for s85.ate:
Number of posedges 124597
Number of negedges 12459
Number of edges 249195
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Time low 214,931,253ns
Duty cycle 15%
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SystemC

Threads and =

Eile Edit View Select Eormat Simulation Windows Help

Virtual Platform Debug

View

Source Code

cadence

Methods in

Y T

o @ @ R
sidebar B - Scope: [T sc_mainTOP_T6TOP dma_0 dma_process
Source Navigation x @ 125
bt
SystemC Processes Parent Scope HR 127
@2 @arsitration_process sc_main. TOP_TB.TOP arbil 128
&2 @arniration_process 5c_main TOP_TB.TOP.arbil 129
W2 @arbiration_process sc_main TOP_TBTOP arbi e
W2 ochange_mem.2  sc_mainTOP_TB 13
@2 © @ dma_process  $¢_main TOP_TB.TOP.dma 134
@2 orecelvedata | sc_main TOP_TBX.tb =3
W2 @run sc_main TOP_TB.TOP host| 137
N|&% oncprocess  sc_mainTop_T0 ToP nax| 13

2 @send_data
@t<_process

sc_main TOP_TB.n<_tb
sc_main TOP_TB.TOP rx_|

T e ]

B @ rues: [uma_process - avrusey, /simple_dma.cpp [137:151]

d = tar M2 ADDR;
break.

case REG_DMA TRV_ADDR
d = fegistsr M2 ADDE
break.

default

ERROR, read falid register address”

)
return s;

|void simple dna::dma_process() (
hile (15 (
1

a Insotive
while (seqister CMD == REG_DMA_CMD_STOR) wait(start dms o)

o ) (
case REG_DMA_CHD_START_M1M:

cout << name() << * I starting a dma transfer form Ml to M2, at t = *
do_dma_transfer (true) ;

break.

case

<< hex << a << endl:

<< ac_tine_stamp() << endl;

|-

o5v/10.2/10.21

Debug and
Simulation

—_ Stack

Call |

@ C I 0 objects selected
‘ : onsole
| Source Browser 1 - SystenC/C++/C Variables | Console - SimVizion ==
b n Windows Help X cadence
2 X A6
o &0 ¥ o = 9 1o G
) Text Search s &8 - R~
Variabie T Vaiue Type 2 LE I oo o || wd o 2
s 0x3664000 simple_dma * const = =
@ o e = ® -
progr_port € class tim_utils::simple_t B P S| EEO oo+ 0 ® o,
isocket_1 (1 class tim_utils::simple_i configured as “xB86_64-pc- Linux-gau~ ¥
isocket_2 (i class tim_utils::simple_i 9 evmbols  Soumd)
register_CMD 1 unsigned int e Bl A T st el
register_LENGTH 80 int Booakpoir] £ breakpoint at Ox28d34s23T file 777:777 is enabled stop only in thread 8
register_TSIZE 8 short unsigned int (q) ~exff-cantizue o e 0 ek
_staTus |0 short unsigned int [Sroakpoinds, nidbe chrend broak Fanction st eile 7530533 i
2 ter_M1_ADDR | 24576 unsigned int (gdb) v
@2 register M1_STRW |0 short unsigned int s T
2 rogister_M2_ADDR | 28672 unsigned int SR AR ION |
ronictar M> STRW |0 <hnet uneianed nt s e 5

SystemC/
C++/C
Variable
Watch
Window
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Device
Registers
with Bit
Fields

K A Fast Add: [Bank: sc_main timer fime[ig

fm  timerintClr [7:0] 00
M timerRIS [7:0] 00
am timerMIS [7:0] 00
fm timerBGLoad [31:0] | 00000000

Register | Value Description |
E-&F  timerRegs -
M timerLoad [31:0] 00000000 Load Value for Timer

timervalue [31:0] FFFFFFFF Current Value of Timer
f/ﬂ!: timerControl [7:0] 20 Control Register
1 @0 ENABLE [7:7] |Disabled enable field

@0 MODE [6:6] FreeRunning mode field

i IE[5:5] 1 Interrupt Enable

aD R [@44) 0 unused , always write as 0s

0 PRESCALE [3:2 None prescale divisor

@D TimerSize [1:1] | SixteenBitCounter| Selects 16/32 bit counter opera

@D  OneShotMode [ WrappingMode | Selects one-shot or wrapping ¢

Interrupt Clear Register , TBD :
Raw Interrupt Status

Masked Interrupt Status
Backgorund Load Value for Tir

Activation of
SystemC
processes

SystemC
Module
Hierarchy

Windows

Help

Source Browser. 1 - SimVision [.,

ZyStemc/ncsctut2/scMain.cppl

cadence

(8]Z]=]2 ][] #

/schain.cpp [8:60]

class p;':)ducer 3 pui::hcrsty:_rmudule
! public:

) 'd 100
sc_outdint> outpl;
sc_out<int> ﬁdLZD;

sc_out<int> ME;
sc_out<int> mi:vﬁm,
SC_HAS_PROCESS (producer) ;
producer (sc_module_name name) sc_module (name)

SC_THREAD (send_data) ;
i

void send data()

int toSend;
int i, j;

wait(9, SC_NS);
start_message () ;

for{i = 0; 1 < 20; i++) {
for{j = 1; j <= 4; j++) {
wait(l, SC_NS);
toSend = ]

; f
'd 100
case 1: outpl.write(toSend); break;
d 0

switch(j)

case 2: outpZ2.write(toSend); break;
a0

case 3: outp3.write(toSend); break;
a0

case 4: outpd. write(toSend); break;

consuner is connected to

D9

File Edit View Select Format Simulation
YL
Scope: Iﬁ scMain.Top.Producer.send_data
Design Browser
Browse: | @ All Available Data
£ simulator
B scMain
=] Top
=}
&% read_input
& Consumer2
& read_input
x @ & Consumer3
§&% process_data
§% read_data
{} Consumerd
4@ Monitor
& detect
§&0 func_detect_eventl
§& func_detect_event2
§& func_detect_event3
B Producer
&0 send_data
2af Filtel M a
Show contents: | In the source code area v
]

‘D objects selected | FATION™
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Logviewer

VSP Log Viewer - SimVision

File Theme Simulation Windows Help cadence|
|| R @ o] -] G| B0 o16220000 40
~Theme Selections
J4DMI (PRO w SCE W SCI W SCW _TLM _1 VIO .
Filter: |Any column  »||includes v/ |dna h 4 %W
Any column includes dma [ |
Theme| Sim Time | Time | Target/Code Message | Initiator/Device |
TLM 2016118 ns|07:21:57 | example_subsystem.dmatsocket |WRITE to ADDR=0xec001014 DATA=0x30000000, 4 bytes in 0 s (blocking) example_subsystem.core.core.pvhbus_m |[L
TLM 2016118 ns|07:21:57 | example_subsystem.dmatsocket |WRITE to ADDR=0xec001018 DATA=0x0000, 2 bytes in 0 s (blocking) example_subsystem.core.core.pvbus_m [L| |l
TLM 2016118 ns|07:21:57 | example_subsystem.dmatsocket |WRITE to ADDR=0xec00101c DATA=0x30000500, 4 bytes in 0 s (blocking) example_subsystem.core.core.pvbus_m [L
TLM |2016118 ns|07:21:57 | example_subsystem.dmatsocket |WRITE to ADDR=0xec001020 DATA=0x0050, 2 bytes in 0 s (blocking) example_subsystem.core.core.pvbus_m [l
TLM 2016118 ns|07:21:57 | example_subsystem.dmatsocket |WRITE to ADDR=0xec001004 DATA=0x00000050, 4 bytes in 0 s (blocking) example_subsystem.core.core.pvhus_m |[L
TLM 2016118 ns|07:21:57 | example_subsystem.dmatsocket |WRITE to ADDR=0xec001008 DATA=0x0050, 2 bytes in 0 s (blocking) example_subsystem.core.core.pvbus_m [L i
TLM 2016118 ns|07:22:03 | example_subsystem.dmatsocket |WRITE to ADDR=0xec001000 DATA=0x00000001, 4 bytes in 0 s (blocking) example_subsystem.core.core.pvbus_m |[L
PRO |2016118 ns|07:22:03 Process activated example_subsystem.dma.dma_process !
TLM |2016118 ns|07:22:03 | example_subsystem.ddram tsocket| READ from ADDR=0x30000000 DATA=0x1122334411223344112233441122334411Z example_subsystem.dma.isocket_1 [Last H{T |
PRO |2016123 ns|07:22:03 Process activated example_subsystem.dma.dma_process l
TLM 2016123 ns|07:22:03 | example_subsystem.ddram.tsocket| WRITE to ADDR=0x30000500 DATA=0x112233441122334411223344112233441122| example_subsystem.dma.isocket_2 [Last k ﬂ
PRO |2016133 ns|07:22:03 Process activated example_subsystem.dma.dma_process '
TLM | 3000005 ns|07:22:03 | example_subsystem.dmatsocket |READ from ADDR=0xec001010 DATA=0x00000000, 4 bytes in 0 s {(blocking) example_subsystem.core.core.pvhbus_m |[L
TLM | 3000005 ns|07:22:03 | example_subsystem.dmatsocket |WRITE to ADDR=0xec001000 DATA=0x00000003, 4 bytes in 0 s (blocking) example_subsystem.core.core.pvbus_m |[L
4
I - |
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Green Hills — Cadence Integration Points for Verification

Applications

Middleware

Drivers

Operating System

Firmware / HAL

Board, SoC, Sub-System or IP

7

Compute Application-Specific
Components

INT RGN
INTEGRITY

SECURITY SERVICES

T ————
i Vo

Hardware Debug: RTL

Ete Eot Yiw Exgore Fomat Seqliton Meoows Hel cidence
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Cadence

Green Hills

MULIT

O\

Debug Yew Growse Taget

Timetiachine Tooks Confip Wndows _tielo
<ﬁhf1ﬂJ>Jc) S HSRKEC08Q % T RN
suws 0

Superi Lz GreenHills

Software Debug: C Code

Connecting to the
Lnitializing -/
cort

run-wade par

fun mde

ging connection to: 192.168. 16
pantc

&panic = 0x201078 = panic()

1/0: panic: THERMAL OVERLOAD: average temperature 2078 F
Stopped by breakpoint

LTI

<
| oma [T Vo P J e nsection: ext

2 P
Duebw Snapshot of ‘Run mode targ: Zhes err_code process_outputs(void)
194 1
195 2 static unsigned long output_count=o;
8 kernel 19 3 - unsigned long avg_temperature = 0;
Initial 97 4 err_code status = SUCCESS;
006601 RestartASTask 198 5
" e o
Fove 2] e [oonw Remoersture demorconroner 2] |RRGH process outpts EICE

een/rive sin. tools/ide/tasery hose/green/drive_sin tools/ide/rtserv2 192.168.106.227:2222 -taserv_logdir /taf |

~~~ Loaded from debug snapshot created by green on Tue Apr 17 2018 at 16:44:43 -0760 ~*~ BN
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MULTI® Advanced Linux® Debugging
Xcelium™ Parallel Logic Simulation

Green Hills Software’s MULTI IDE
® C/C++ Debugger

* Fix bugs faster

* Find bugs automatically

* Make sense of complex systems

* Prevent new problems

 Spend more time developing

MULTI & Virtual Platform Demo
* MULTI Debugger for Linux

o Xcelium-Based Arm® SoC Virtual Platform

* MULTI connection to Virtual System Platform

MULTI Connects via Green Hills Probe
to Palladium® & Protium™

Advanced Shift Left Software Development

3 trdws Help

55

TCR.SHPFLAGS  TOR SHRED

besble, 3
TOR_CHOE_FLAGS TO
Bocrine MAIRGatte, at) (latte) <

-
P oo

bR co. 1)
o

save CFU raqusters centact

o2 of content sointer

e cpu.co_suspand)

KE0ABOO®WE « -

Léle the processer (usit for interrupt),

VT g onter

il
555

i
i

i
T

#3 PaResyl)

o ot [

17,00/t

&/ Tinax-4, 12,20/l i, .

et 012,300 e

&y

@

[ST0PPED

ample Integra™ =

[ e
3142 hetces: unable to g e oo (o)
Fancon, a3 uniryssalizad farden resd (51

Pt ettt R
4,39352) rarcen: nktewpt uninitialized urandan read|
4.532047) uert-plOLl 1c050000.uart: no I platfors
4.613548) uart-plo11 1c0a0000.uart: o IHA platfors
4,643702) usrt-plOL1 100000, uxts no THA platfars
4.690045) vert-plOL1 1c0c0000.uart: no KR platfors

B | 15029 | belome 10 Mlirge
000353 | 156,30 | buildrcot Jogin:

Green Hills MULTI Debugger |

connected to Arm
Versatile Express Platform
modeled as Virtual Platform

on VSP on Xcelium®

build/linux-

12.10/vmlinux - MULTI Debugger
Eile Debug Yiew Browse Target TineHachine Tools Config Windows Help

Q@wﬂimébmeiéMQ~WW&QQ®m

|| Target Status ﬁrtSz
a cam SE”‘" e FSA # if THREAD_SIZE >= PAGE_SIZE i)
Direct horduare a Stopped | HE3 void __init __veak thread_stack_cache_init(void
llmiim =B I
harduars & Seopped ;gg #endif
70 ’*
"“"d”are a Stopped * Set up kernel memory allocators
*/
G s 3 Stopped urz static void __init m_init(void)
Ura 1 {
4rs ”
u7e * page_ext requires contiguous pages,
e  pisger than HLORIER unless SPARSEIEN.
73 Paae ext_init_flaten();
50 nen_init();
51 knen_cache_init():
52 percpu_init_late():
53 patable_init();
54 wnalloc_init():
55 iorenap_huge_init();
26 ¥
57
33 genlirkage _vicible void __init start_kernel (void)
83 1 .
30 2 char *connand_line;
91 3 char *after_dashes?
52 4
i3 5 G set_task_stack_end_nagic(tinit_task);
s 5 e smp_setup_processor_id();
{5 7 debug_objects_early_init();
s 8
g7 3 ”
s 10 * Set up the initial canary ASAP:
99 11 *
00 12 boot_init_stack_canary();
01 13
02 14 . cgroup_init_early();
03 15
04 16 local_irq_disable();
05 17 o early_boot._irqs_disabled = true;
05 18
07 13 ”
08 20 * Interrupts are still disabled. Do necessary setups, then
03 21 * enable then,
10 2
11 23 e boot_cpu_init():
12 24 page_address_init();
13 25 . pronotice("2s", linux_banner):
14 28 . setup_arch(scomnand_line)
15 27 mn_init_cpunask (&init_mn);
[Source File: [/ghs/cadence/bui ldroot /bui ldroot-2017,08/output /bui 1d/1inux-4,12,10/init/main.c =] Funes [start_kernel

Target: Initializing “/usr/ghs/conp_201912/cadiser:
Loading executabla /usr/ghs/cedence/bulldmnt/bulldrcct 2017,08/0utput/bui 1d/1inux-4,12,10/umlinux, . .

Finished
HULTD> |

o«

[

14

0wt ] P I

[
wrapper
Reset pins
Irgs
ARM Fa oD
ore
gic_pvbus s

[0 PROCESS

CPU wrapper

=
3
|

AVIP Proxy

sim_throttle

Bridge
P Pro: D
Displa
P 0 d
Axi
Fix block De
e ddr_mem
dyna Route [ fov N sram |
Ds route TN st memories
050 0 plO 9 P
PI0SO
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. . . . . & eoado | SWstack |
Virtualization with Emulation Enables SW Sh‘lft‘-

RTL Models -

Using virtual platforms and hybrids to accelerate SW development and HW/SW validation

All Virtual IP Hybrid SOC Hybrid Emulation, FPGA Proto All RTL, Silicon
Pre-RTL SW Development Pre-SoC IP / Driver Pre-Tapeout HW/SW Pre-Tapeout Fully Final HW/SW Validation
Validation & Optimization Validation Accurate HW/SW Validation
RTL - Palladium or Xcelium
Tests and Benchmarks Tests and Benchmarks Tests and Benchmarks | Tests and Benchmarks Tests and Benchmarks
oS SoC Drivers 0SS | | IP Driver oS SoC Drivers (O SoC Drivers (O | |SoC Drivers

SoC Virtual Platform CPU Virtual Platform

'>| CPU Virtual Platform SoC RTL

UART  System

CPU CPU ﬂyc e
’-i
|
1

IIIIIII..

imer. CSI | usB2
DSl usB3

Ethern| SATA
oy =

~ Shift Left

Design Flow

ZUIY
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Hardware and Virtual/Hybrids

Virtual
| solutions

Virtual
Peripherals

RTL/UVM
Simulation

Physical
Peripherals

”\7/7i7rtual System
Platform (VSP)

Protium S1

2019
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Key Trend: Unified Flow for Emulation and
Prototyping

Validation Platform Usage

TOSHIBA

System Level Emulation and Protofypln§ Performance -
for Storage Controllers

Module Sub-System System RTL Tape Silicon Si Platform Product
RTL Ready RTL Ready RTL Ready Freeze Out Back Ready Release

& Bics FLASH

debugging
issues found on
ASIC laam Silicon

JUUATTT U
fornepssinns

development

FW development
confinues unfil

I'alladium Usage %

i th;lor;'is rrofium ridi ot silicon platform is
S deployed lo FW
use full system y_ g stable

RIL Development FW Development

http://bit.ly/2VXCjcC
accellera
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Cadence & Green Hills Software

Safe & Secure Aerospace & Defense System Design

Requiremen
equ_ e ¢:=. ts Acceptance Test
Engineering
Certify & Deploy
Applications
Middleware

PN

Drivers ]
Operating System FHEENTIEN |
Firmware /HAL Operating System
Board, SoC, Sub-System or IP SYStem Test

System Design

Compute Application-Specific

Software Debug: C Code LLFS‘H Sl |

SoC

Architecture _“

Design Integration Test

yd

Unit Test

Component

Design
Software Debug: C Code

Soper LT

Green Ifills
=

INTEGRITY
‘ N Code
MULTI Integrated

Development Development DESIGN AND VERIFICATION

acce Cadence Palladium 1, Protium X1, Xcelium “UTERT Environment DVLCOON
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Safety/Security Certified RTOS

§+ ToNOBCEN
E Y

(3
na
“an

SDK
OS Sim

* Highest speed
* Earliestin the flow
* Ignore hardware

Virtual
Platform

» Almost at speed

* Less accurate (or
slower)

» Before RTL
* Great to debug (but

RTL
Simulation

* KHz range
* Accurate

* Excellent
hardware debug
« Little software

Acceleration
Emulation

* MHz range

* RTL accurate

« After RTL is
available

» Good to debug with

FPGA
Prototype

* 10s of MHz

* RTL accurate

« After stable RTL is
available

* OK to debug

Prototyping
Board

* Real-time speed

* Fully accurate

* Post silicon

» Difficultto debug

* Sometimes hard to

less detail) execution full detail « More expensive replicate
» Easy replication * Expensive to than software to
\_ ) JAN replicate VAN replicate )

2019
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More Robust Hardware and Software!

Applications
(Basic to Complex)

Middleware
(Graphics, Audio)

OS and Drivers
(Linux, Android)

Bare-metal SW

System-On-Chip

SYSTEMS INITIATIVE

Test 1000s
Scenar
Before Ta

2 ‘. - Z %
é&a‘ ?‘&#& f}eﬁ##

Developer
(Company A)

SoC Development

Virtual System
Platform
(Hundreds of users)

=0 FPGA

Prototyping
(Dozens
of users)

Chip
Production

Fab

Shorten
Board

Bringup
Time!

PostSii  D()19
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More Robust Hardware and Software!

Greatly accelerated Time-to-Market!

Virtual
System
Platform
Applications (Hundreds
(Basic to Complex) of users)
Vil Test 1000s
iddleware 5 .
(Graphics, Audio) Scenar oMo =
Before Ta )
OS and Drivers | T FPGA
(Linux, Android) ol BE W rototyping
1f AR EE (Dozens
Bare-metal SW iy " of users)
Board
System-On-Chip Bringu -
p
o~
Green Hills
SoC Development 7 "CP Fab Post Si ‘
accellera DVCON
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More Robust Hardware and Software!

accelerated Time-to-Market!

Virtual System Platform
(Hundreds of users)

00s 0 e

nar ompany B
Ta
e - " " FPGA Prototyping
’ iy Ak & (Dozens of users)
if *8
Developer Board Improved HW/SW
(Company A) Bring System Integrity
up & Greatly Accelerated
o~ Time-to-Market
Green Hills
it Fab Post Si
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Questions

Finalize slide set with questions slide
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