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ABSTRACT

Virtually all modern SoC designs today are mixeghal in nature.
Most systems have to interface their millions otega DSPs,
memories, and processors to the real world thrauglisplay, an
antenna, a sensor, a cable or an RF interfacealfémdy complex
task of functional verification at the SoC leveptting harder and
more time consuming. Up until recently, mixed-sigdasigns
could be decomposed into separate analog and Idigitetions.
Traditionally, digital verification engineers haneade assumptions
and approximations about the analog componentéil@awise, the
analog designers have made assumptions about thieal di
behavior. Present day mixed-signal designs havépieufeedback
loops with complex system-level interaction betweltgital and
analog components, which is often a rich sourceriairs. There is
a need for an integrated mixed-signal simulatiod eerification
strategy and methodology that can be used to exaewenced
verification techniques from the digital verificai realm to analog
components without compromising speeds neededrify digital
components while preserving the accuracy needeadaael and
verify analog components.

On an orthogonal plane, the mandate for power temucs being
pursued at every level of IC design for more eneefficient

systems. For static power reduction, IC designees widely

deploying power shut-off (PSO) techniques in thesigie In

applications where PSO is not applicable, poweragament is
often achieved by dynamically scaling the operatiaquency and
voltage of the target design in real time — a tegpen know as
DVFS (Dynamic Voltage and Frequency Scaling). Taefication

of DVFS is often a very difficult and delicate taslat involves
tremendous interaction between the digital and #malog
domains. This further increases the complexity ohcfional

verification, which was already a bottle neck, armv becomes
even more complex and time-consuming task at tie|&eel.

This paper will introduce Digital-centric Mixed %igl (DMS)
Verification methodology and provide an overviewhaiw it can
enable high performance SoC-level mixed signalfieation at
digital speeds using Real Number Modeling (RNM) aofalog
components. Dynamic Power management techniquds beil
examined in detail. DMS methodology will be appliedan SoC
example running Adaptive DVFS as a case study.

1 INTRODUCTION

The complexities involved in SoC level mixed signa
verification reveal themselves in a number of ways
ranging from the various languages and disciplimsesd to
the level of abstraction involved in modeling the
functionality of complex modern mixed signal So@#hile
the analog components are functionally verifiedngsi
transient analysis and typically use tools thatkased on
sparse-matrix based numerical methods, on theatigjide
functionality is verified using event driven simtiden. Both
disciplines come together at the SoC level andtdlsk of
verifying functional correctness, which was already
daunting task, now gets even more complex and esgdb
say, much more difficult.

On the digital side, there are advanced verificatio
techniques available to gauge the thoroughness and
completeness of the verification effort and requimaltiple
regression runs. With that comes the need for sitionl
speed and throughput. On the analog side, theraégd for
a high-level of accuracy — a single event like ackledge
on the digital side may require numerous computation
the analog engine. This becomes a very severebettk in
the MS Verification process. While this accuracyyniee
required for verification within the analog enviroant
itself, it may not always be necessary for inténactwvith

the digital side. A desirable solution would bentove high
frequency events from the analog engine onto tlgéadi
engine while preserving the accuracy needed

analog/digital interaction. This forms the basisaohewly
proposed Digital Mixed Signal (DMS) Verification

Methodology based on Real Number Modeling (RNM)
which is presented in this paper in section 2.1.

for

It's no secret that power management is a key batgand
is emerging as a mandatory requirement in all mo&eCs.
While leakage power is well managed by powering ridow
design units that are not functionally needed dyrihe
operational cycle of a device [8], there are soney k
sections of the device that can not be powered ddWwase



are often very power hungry and need to be addiessehighly accurate interaction between digital and l@gna

Dynamic power management is a very delicate tas
whereby the operating voltage and frequency areutatet!
based on processing needs — see section 3.1.€thises a
lot of very complex interaction between the anakul
digital components to orchestrate dynamic
management at the SoC level. Needless to sayisthisery
difficult task to verify on a digital simulator -edar in the
industry there is very little support to verify dymic power

management. This paper addresses the verification o

Adaptive Dynamic Voltage and Frequency Scaling (E8)
as an application of the proposed DMS Verification
methodology. See section 5 for details.

This paper will first introduce and propose a DMS
Verification Methodology — section 2.2, followed lan
introduction to the concept of dynamic power mamnagyg

— section 3.1. It will then apply DMS methodology @n
SoC example for verifying Adaptive DVFS — section 5

2 DIGITAL MIXED SIGNAL
VERIFICATION

Digital Mixed Signal (DMS) methodology is based tre
use of Real Number Modeling (RNM) to model analog
components at the SoC level. With the help of RNiskrs
can perform verification of their analog or mixedrsal
designs using discretely simulated real numberg th
involves using only the digital solver. By avoiding
traditional, slower analog simulation, intensiveifieation

of mixed signal design can be performed in shoriodeof
time.

To meet the verification goals, certain amountiwfutation
data and data accuracy are required, e.g. a aetailalysis
of an RF low noise amplifier requires very high siation
accuracy but a single RF sinusoid period might b
sufficient. On the other hand, a pin connectiviteck for a
large digital block has an extremely low sensijitidwards
accuracy but may require a long transient simuiatiime to
cover all sorts of events and states.

Consequently, a long full-chip simulation run uskrighest
level of simulation accuracy would be desirable.eT
limiting factor in this context is simulation perfoance.
The only practical way around this problem is admriehical
verification approach that uses different level dsign
abstractions for different verification goals. Realmbers
modeling is an interesting add-on to classical higignal
verification approaches, like a Verilog and Spicéed
signal simulation or a pure digital modeling of thealog
block in the mixed signal design. The extremelyhhig
accuracy of traditional analog simulation is tradsfl for
speed while still preserving enough accuracy tobkena

h

Komain that is required for a full SoC level sintida.

The target audiences for DMS are analog, digitalval$ as
mixed signal engineers seeking high performanceethix

powersignal verification with the ability to:

Perform high volume, digital-centric nightly
regressions tests to verify their mixed signal SoCs
Verifying Top-level SoCs that have a small to
moderate amount of analog in the design

RNM also opens the possibility of linkage with athe
advanced verification techniques such as metriegmrand
assertion-based verification without the difficultgf
interfacing to the analog engine or defining newaetics
to deal with analog values.

21 Real Number Modeling (RNM) for Digital

Mixed Signal Simulation

The simulation approaches in analog and digital are
fundamentally different due to the structure of the
underlying equation system to solve. While the tdigi
solver is solving logical expressions in a seqamtianner
based on triggering events, the analog simulatst reolve
the entire analog system matrix at every simulastep.
Each element in the analog design can have an

énstantaneous influence on any other element imthatix

and vice versa. Thus, there is not an obvious biitmat in
one or the other direction. Time and values ardioous.
In digital, time and values are discrete. The goba apply
a well-defined scheme of signal flow and eventsdlwe the
system. RNM is a mixed approach borrowing concipta
both domains. The values are modeled as continaous
floating-point (real) numbers to emulate the anahagld.
However, time is discrete, meaning the real sigohnge
alues based on discrete events. In this appreesiapply
he signal flow concept, so that the digital engmable to
solve the RNM system without support of the analolger.
This guarantees a high simulation performanceithiat the
range of a normal digital simulation and orders
magnitudes higher than the analog simulation speed.

of

Real number modeling capabilities are supported
different standard HDL languages (ref. [7] for dle)a
wreal ports in Verilog-AMS

real in VHDL

real in SystemVerilog

It is important to note that the real-wire (wreid)defined
only in the Verilog-AMS LRM. Thus, a wreal can orthg
used in a Verilog-AMS block. However, it is the ittd
kernel only that solves the wreal system. Theranarmajor
performance drawbacks when using these types dfoder
AMS modules in a digital simulation context.



A detailed understanding of the reference desigm most
cases the transistor level circuit — is requiredtfie model
creation process. This includes transistor levelutations
that are mostly driven from the simulation envir@amnh
(ADE). Verilog-A models are also frequently used e
other hand, the model is created for a specifidfigation

purpose with its performance and accuracy requinésne

While analog designers mainly own the first skak,sthe
mixed signal verification engineers understand
verification requirements better. Therefore,
cooperation between both parties is needed. Fitygteows
a simple example of RNM using Verilog-AMS wreals.

module wreal ADC (DOUT, AIN, CK, VDD, VSS8);
output [ Nbits-1:0] DOUT;

input CK;
nput AIN.VDD,VSS;
wreal AIN,.VDD.VSS;
parameter Td=1n;
real PerBit, VL, VH;
integer Dval;
always begin I get dV per bit wrt supply
PerBit = (VDD-VSS) / ((1<<"Nbits)-1);
VL = VSS;
VH = VDD;
@(VDD,VSS), {/ update if supply changes
end

always @(CK) begin
if (AIN<VL) Dval = 'b0;
else if (AIN>VH) Dval = { Nbits{1'b1}}:
else Dval = (AIN-VSS)/PerBit;

end

assign #(Td/1n) DOUT = Dval,
endmodule

y

Figure 1: Example of RNM using Verilog-AMS wreals

22 SoC level DMS Verification Flow

The typical SoC Verification flow involves top-ldve
simulation of components at various levels of audion.
For example, a verification engineer may need tegrate
components from schematics, SystemVerilog, andl&geri
(or VHDL)-AMS in a single top-level SoC verificatio
Figure 2 illustrates a typical MS SoC Verificatiégnv (VE).
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Figure 2: Methodology Stage 1 — Traditional MS-SoQop-level
simulation env.

Functional complexity from the analog domain innerof
modes of operation, extensive digital calibraticnd
architectural algorithms can overwhelm the tradiio
digital verification methodologies and flow. Simtiten at
this top-level is extremely costly — both in terofgime and
licenses cost, since a significant amount of sitimiatime
for the SoC is spent in the analog engine. Findingay to
reduce the time and expense to verify this SoC,lewhi
trading off some accuracy that is not needed & liigh
level of integration, is extremely valuable. Ttéghe target
application of Real Number Modeling. By replacinget
analog portions of the SoC with functionally equéve
digital models, which do not require the analogieagwe
achieve a significant speed-up in simulation penfamce.
Meanwhile, typical analog simulation problems sumh
convergence issues are totally eliminated. Figures &
modified version of the above picture with the agal
portions of the design replaced with functionalpizalent
real Number models.
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Figure 3: Methodology Stage 2 — DMS-SoC top-level
simulation env using RV-Models

It is important to note that this top level verdton strategy
illustrated in Figure 3, is not a replacement fatailed
block or multiple-block, cluster-level verificatiowith full
analog simulation accuracy.

The gain in simulation performance and the redaciio
accuracy are highly dependent on the applicatitrerd is
no general recommendation on what level of abstract
might be useful or not. There are significant adxges of

each — simulation speed vs. accuracy must be dgrefu

traded off based on the target application. At$lo€-level
verification, there might be rare cases where tR&Rased
approach does not provide enough accuracy for tecplar
verification goal, e.g. cross talk of a global nieto an
analog sub block. In such a case, there is a reeeptace

RNM models with more detailed analog models —
In the DMS based flow, this can be

spice/Verilog-A.
supported fully as seen in Figure 4, since the RiNbtlels
are pin compatible with the more detailed analogi@m
Other enhancements in the testbench, like coedfiovwreal
types eliminate the need for any maodificationstie VE

Verilog/SV/e
VHDL
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Figure 4: Methodology Stage 3 — DMS-SoC top-levelired
simulation env using RV-Models & detailed analog mdels

Also note that the model verification task — conipgrthe
model against the transistor level reference fahe@NM
model used in the top-level verification is essantio
qualify the overall verification result. This idustrated in
Figure 5, but is beyond the scope of current paper.

Transistor level
Schematic I

Generate real/
wreal Model

Generate Verilog-
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Circuit specs

Figure 5: Functional Validation of RV-Models

when swapping analog models with different levefs 03 POWER M ANAGEMENT

abstraction. Hence, models coded in wreals, \pilp
Verilog-AMS, VHDL-AMS, VHDL-A, Spice can be
swapped as needed in the testbench as shown ireEgu

There are two main sources of power dissipatiorany

CMOS based design - dynamic power is dissipateg onl

when switching, leakage current is permanent asultein a
continuous loss [9]

[Eq 1]
[Eq 2]

Power = Pswitching+Pshort—circuit+PIeakage+Pstatic

_ 2
Pawitching = & .f.Ceft .Vd



Wherea = switching activityf = clock-freq,Cg; = effective
capacitance &/44 = supply voltage

Leakage power is well managed by powering downspafrt
the design when not in use. This problem is wetlarstood
in the industry and power aware simulations supggbfty
using either Common Power Format (CPF), [8], orfigdi
Power Format (UPF), [5].

Dynamic power can be lowered by reducing switching

activity and clock frequency which effects perforroe, and
also by reducing capacitance and supply voltage.

3.1 Dynamic Power reduction — DVFS

One of the primary techniques used in the indugry
dynamic power reduction is DVFS — Dynamic Voltagel a
Frequency Scaling [11] which consists primarilyeducing
the frequency & voltage of a design — see Figure 6.

The scaling of voltage and frequency is perfornredeal-
time, based on processing needs of the devicethtiyoal
of being able to run at the lowest possible fregyeand
voltage that will support the requirements of tleegéet
application.

Target
Performance

Actual
Performance

Clock
Scaling

Voltage
Scaling

Figure 6: Dynamic Power Management - DVFS

DVFS is used for both:

¢ Power-saving during off peak processing times,

and
¢ As a protective measure to avoid over heating

3.1.1 Voltage Scaling — Open Loop vs. Adaptive DVFS

Open-loop DVFS is the most commonly used form of

DVFS. The operating voltage point or nominal-vo#aig
pre-determined for the target application and eesir
operating frequency. The aim is to run the devitéha

junction Temperature). The desired clock-speedlisexed
by scaling the voltage to the desired clock-freqydmased
on statistical data for that process. The operatioltpge
point for each target frequency is typically stomedook-up
tables and used by the power-controller to scalege up
and down as needed by the application as showrgurd-
7.

Power Mgmt
lookup table:
[fclk GQVnom]

Design Unit
Voltage
Ctrl

Figure 7: Open-Loop Voltage Scaling

For safety reasons, there are typically large margi
assigned to the operating voltage points for eathet
frequency in the look-up table for open-looped agé
scaling. To achieve the maximum power saving, ther®
need to scale the voltages with a much finer geaiiyl
Since the actual operating speed also changeguwwithion
temperature (PVT), there is a constant need t@ sailage
to reach optimal power reduction. This is achieusd
introducing a feedback loop to the power controlidgrich
indicates how fast, or slow a device is actuallypring
based on PVT characteristics. As shown in Figurénig,
task is facilitated by the Hardware Performance iton
(HPM) which enables closed loop voltage scaling.

Scaling:
[fclk & Vnurn]

Figure 8: Closed Loop Voltage Scaling

lowest possible voltage while achieving desiredn _this paper, closed loop voltage scaling willddaulated
performance. The actual clock speed of the device USiNg wreal models of the LDO and HPM and frequency
determined by the PVT (Process, operating Voltage &



scaling is simulated using wreal models of the VCTHis is
described in detail in section 5.4 and section 5.2

4 DMS VERIFICATION METHODOLOGY

4.1  Verification Planning

Verification planning is the process of using thecs to
define what to check, not looking at the design defihing
how to check. By planning what to check, you malees
that you cover all the features that are expectadeaSoC
level and not just what you've designed into thackl This
is a major failure area in MS SoCs in that the apalock is
verified under different conditions at the SoC ldélan were
verified at the block level.

Verification planning is one of the key steps tonaging
the complexities involved in the DMS verificatiotow.
First, it is critical to get all relevant desigrerification and
implementation teams to agree to what the key lowqp
features and use cases are, and how to verifythlegitare
operating correctly. This translates into the gatien of
both the system and block level verification enwirents.
These environments need to ensure that they vallifthe
defined use cases. This translates into coveraggertion

The planning process is always important for vemifon,
but for MS it becomes critical. The sheer rangep#rating
parameters and complex interaction of Analog/Digitaits
requires a clear definition of relevant metricsired and
measured for both Analog & Digital design unitsigure 9.
There is a need for a clear definition of what fueation
closure means in the context of MS operation ofdbéce
in the verification plan. This is particularly impant as a lot
of times, analog components are created and \erifiea
schematic based environment and often operatingingar
modes and details are not captured in a formal, spleich
can become a problem at SoC level leading to ¢iaomes
and functional failures. By having it well defineéd the
verification plan, adequate checkers, monitorsyetmards
and metrics collection units can be created to rensu
functional correctness.

42 SoC Level MS Verification Flow

As shown in Figure 10, at first, the analog block®
developed for functional correctness in the tradai analog
development environment (ADE). Then RNM based ndel
are created to model analog functionality - set@e@.1 for
details on RNM models. These models are then gdrifior
functional correctness in the ADE after which thase
handed over to the SoC verification team.

based checking, score-boarding as well as the lactua

generation of appropriate stimuli for both digiéad analog
components.

Planning for MS needs to ensure that all the refesaalog
components are verified with the well defined aedal

operating parameters and operations exercisedctgreand

thoroughly in the context of DMS Verification. leads to
define the proper modes and the requirements thiat be

met for each operating mode and transition betweedes.

Further, it needs to define the exact set of festtinat need
to be verified in each of the designs operating @sod

System Level Verif Env ,
[}5 Aszertion &

Functional
Coverage

)
o
=
5]
i
5
=
=
=

& 3
Execute T
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Figure 9: Metrics Driven Verification for MS SoC

In the SoC verification environment, the RNM modate
swapped in place of the analog- blocks, which are p
compatible with the corresponding Spice/Verilog-arNobg-
AMS/VHDL-A/VHDL-AMS analog models. Since RNM
models run on the digital simulation engine, normal
regressions can be performed with high throughpd a
speed. Useful checks and metrics collection can bew
performed as part of an overall methodology likeND}].

Analog

Wreal model
creation and

Digital

vPlan/Mgnt

MS verification
metric

Random stimulus for
MSs blocks

verification
High performance

wreal based simulation Metrics Driven Vert

Spice/Behavioral Models
Testbench/Coverage

Multiple testbench
Spec driven verification

B C T

Figure 10: SoC Level DMS Verification

Mixed signal assertions can provide useful chediggedred
by either analog or digital events and can acclyrateeck



for relevant interactions between the analog argitadii
domains. Traditionally, the analog side is blackezb and
checks confined to expected parameters from thegusale
but never fully verified inside the analog domadiinis has
also been a rich source of error in the past. Nmmg DMS
Verification, these checks can span across théatlggalog
boundary and verify complex interactions and seceienf
events between the two domains.

Traditionally, there has been very little functibicaverage
collected from within the analog domain. Now, ipisssible
to include analog parameters as part of the coeenaadels
when using DMS verification flow — see exampleséation
5.6.1 This enables the metrics from analog desnigs to be
included in the verification plan, making it podsikto
support advanced metrics driven verification methagies
like OVM.

Once all functional verification targets have beeet in the
SoC verification plan using RNM, some critical tesian
now be
corresponding analog models - Spice/Verilog-A/VHBL-
No changes to the testbenches are required ashNivedrd
analog models are pin compatible. Assertion basedks
and metrics collection continue to be performedeseh
targeted tests will take a lot longer to run, ahdutd be
carefully chosen, but will serve to increase cagriice in the
overall verification effort and should be part ¢fet MS
verification plan.

5 VERIFICATION OF ADAPTIVE DVFS USING
DMS METHODOLOGY

Section 3.1 introduced the concept behind DVFS for .

Dynamic Power management. Let's now look at thaildet
of how this is done in a real life SoC - ref Figde Note

that the process of Frequency and Voltage Scali|y a

orthogonal and independent in this application.

Verification Environment

LP test parameters, sequence & control

—
WCDMA
Antenna

t lvoltage |
: | control |:

Mailbox

GPS
Antenna

=
Vbat

-

............. -

Figure 11: Prototype design for Adaptive Voltage ad
Frequency Scaling

run swapping out RNM models with the

51 SoC Design description

The prototype design consists of the following:

¢ DSP subsystem — clocked independently: dsp_clk

¢ MCU subsystem — clocked independently: mcu_clk

e GPS unit

e MP3 unit

¢ Power Management

« Wreal models: 3 independently controlled Voltage
Controlled Oscillators (VCOSs) for clock control

¢ Wreal models: 2 independently controlled Low
Dropout Regulators (LDOs) for voltage regulation

e Control unit — clock & voltage

In this design, there are two DMA interfaces thatwased to
Read and Write independently to a shared Mailboichvis
implemented using a dual-port RAM.

There are three independent clocks each contrdiiec
separate VCO model

e dsp_clk
e mcu_clk
e sys clk

The dsp_clk & mcu_clk are scaled independently unde
control from a central clock-controller. The redt the
design runs off sys_clk

A noisy battery voltage is supplied from the vesdtfion env
and controlled by the test parameters and supplietthe
two LDOs:

e mcu_ldo
dsp_ldo
The two LDOs independently regulate the supplieitieba
voltage to supply nominal voltages to independewes-
domains. There are 5 predefined nominal voltagegdch
LDO and the outputs are independently scaled ucaterol
from the power-controller to supply the regulatettage to
each individual power domain.

52 Clock Scaling

The DMA operation from the DSP and the MCU inteefac
occur at different rates — see Figure 12. Ratetatap is
performed by independently scaling the individuatks to
match the DMA rates on each interface in ordervoich
erroneous DMA read/writes as shown in Figure 13.



latency for clock changes is not modeled, but cardsily
th done so in the VCO model.

LP test sequence & control

V4 l 4V

DMA

H

DMA module vco(vin, clk);
*—F input vin;
output clk;
wreal vin;
reg clk;

Mailbox parameter real center_freq=2.5; I/ in MHZ
parameter real vco_gain = 10; Il voltsIMHZ

Clkgen MCU
Clkgen DSP real clk_delay;
g real freq;
initial
begin
clk =0;
freq = center_freq;
clk_delay = 1.01{(2*freq);
end

always @(vin)
begin
freq = center_freq + vco_gain*vin;
clk_delay = 1.01(2*freq) * 1000;
end

2554 always #clk_delay
1 ® clk = ~clk;
Frequency Scaling - endmodule

— ]

Figure 14: wreal model of VCO
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53 Controlled Voltage Source

A controlled Voltage Source is needed to emulate th

battery-voltage Vbat and to drive voltage into each

individual LDO. A noisy voltage-source such as dtdyg

supply that varies over time and also drifts wgmperature

F Scali ' and use can be created as shown in Figure 15 gndeFL6.
TEQUEnGyisCalillg Error-conditions like low and dead-battery are alstected

[ AL LU AR AR AR AR and tracked as seen in Figure 16.

Figure 13: Clock Scaling - Variable Rate DMA Adaptaion

Clock scaling is performed by ramping up/down thpui B =

voltage to the VCO modeled using wreals as shown il Voltage ——— ® Vi dep
Figure 14. As VCO input voltage changes, the mode gen :

computes the new clock-frequency which is thenieggb
the corresponding design. The clock controller nfeteis
the voltage input of each individual VCO indeperttiens
needed to reduce the differential between the ratethe Figure 15: Controlled Voltage Source
two DMA interfaces. In this simple VCO model, the




- voltage based on feedback from the HPMs — refeettion
@ Be 3.1.1 for details of closed loop DVFS.

Tt A A drops below specified

Toratam param foO model B0 " ) o

N The HPMs are strategically placed inside the So@ an

! measure the targeted performance for each desigmhey
provide feedback to the power-controller to incegasr
decrease the operating-voltage in real-time. Tlaesealso
modeled using wreals. The delay-parameters andteqpda
‘ rates are programmable and controlled from thdigation-
— T T env.

Regulated voltage Vout of LDO clipped . i . i
to a lower pre-specified value in TB \ The results of simulating Adaptive Voltage and ety
@ o b9 Scaling are illustrated in Figure 18.

Dead Battery Error

flagged by LDO model

Figure 16: Controlled Voltage Source with error deection

Vdig_mcu: Regulated scaled
voltage from MCU-LDO

15, 3 17,1

Vbat: Battery Voltage

5.4  Adaptive Voltage Scaling

There are dedicated LDOs — Ido_mcu & Ido_dsp, supg!
regulated voltage to each power-domain as described
section 5.1. The operating voltages are defindtiénwreal F14 o
models of the LDO and individually configured fraine 3 MCU scaled clock
verification env. Voltage transitions are contrdllby the '
power-controller based on estimated processing snheel
which are task dependent.

Vdig_dsp: Regulated scaled
voltage from DSP-LDO

\ Figure 18: Adaptive Voltage and Freq Scaling

TB : m Vdig_meu
¥liage 4 It 55 Voltage Scaling error detection

o The fundamental task of any verification exercisetlie
detection of errors. In this example, randomly gatesl
noise is injected into the regulated output of LX¥Os to
emulate effects of switching noise and IR drop oltage of
each power domain. This results in glitches, sofmghich

occur close to the transition of nominal-voltagés @iven
power domain, thus causing faulty voltage transgiolt

would be important to detect glitches larger thapecified
size and duration. Checkers are put in place tecti¢hese.
Voltage scaling is orchestrated by controlling thput of  Anytime these conditions are violated, the enticaver

the LDO to supply targeted nominal-voltage indeenly  gomain is corrupted as shown in Figure 19.

for each power domain. Figure 17 shows how closeg-|

voltage scaling is performed on the SoC. The powegrors are also detected by creating Mixed-Sigsaédions

controller determines the voltage level at whichhepower  that track expected behavior across the digitaibgna
domain needs to operate and then fine tunes thelisdp poundary.

Figure 17: Closed Loop Voltage Scaling



Perform checks for voltage- drifts:

// LDO parameters for Voltage-error checking: DSP
LDO_param_allowedPercentageOvershoot dsp$ = 20.15;
LDO_param_allowedPercentageUndershoot dsp$ = 17.9;
LDO_param_AllowedOvershootTime_dsp$ = 4500; //ps

LDO_param_allowedUndershootTime_dsp$ = 8000; //ps

Error detected > Power-Domain corrupted!

Cursor v 200ns

Figure 19: Voltage Scaling error detection

56 Verification Closure

Metrics Driven Verification (MDV) is widely used ithe
industry to measure the quality of a verificatidfore and to
answer the basic questions “am | done verifyingdasign”
[2]. Similarly, Functional Coverage can be usedyémge,
and quantitatively measure the quality and compéste of
mixed-signal verification. The first step is to bble to
collect metrics from Analog elements in the design
addition to metrics collection from the digital sidCoverage
Model design that includes Analog elements in th€ &
described in section 5.6.1

56.1 DMSCoverage Model Design.

Once the desired features of interest have beamoctd
from the spec and captured in an executable Vatidic
plan, the next step is to quantify the desired tionality that
needs to be tested. This step is typically referedas
Coverage model design — for a detailed analysissteml by
step process refer to [3].

The effect of varying Vbat on Voltage regulation the
LDOs is also carefully monitored. Figure 20 showsvlthe
regulated output voltage of MCU-LDO is binned is&ven
bins:

¢ On Nom-Voltage = 0.8 V (+/- 10%)
¢ On Nom-Voltage = 1.0 V (+/- 10%)
¢ On Nom-Voltage = 1.2 V (+/- 10%)

¢ On Nom-Voltage = 1.4 V (+/- 10%)
¢ On Nom-Voltage = 1.6 V (+/- 10%)
¢ Off Voltage (Powered Down)

¢ lllegal High Voltage

extend cdn_dms_avs_agent u {

cover voltage_clk is {
item Vbat : real = smp.gen_vdd$ using ranges = {
range([0..1.99], "Dead Battery");
range([2.0..2.79], "Low Battery");
range([3.0..3.6], "Good Battery (3.0-3.6V) ");
range([3.7..12.0], "Battery Voltage too High");
}, illegal = (Vbat > 3.7) ;

item Vido_mcu : real = smp.LDO_op_Vdig_mcu$ using ranges = {

range([0.7..0.89], "Vnom=0.8 (+/- 10%) ");
range([0.9..1.09], "Vnom=1.0 (+-10%) ");
range([1.1..1.29], "Vnom=1.2 (+/- 10%) ");
range([1.3..149], "Vnom=1.4 (+/-10%)");
range([1.5..1.69], "Vnom=1.6 (+/- 10%)");
range([0..0.2], "Power ShutOff ");

range([1.7..5.0], "Vnom HIGH <- Error ");

I3
k

13 7

Figure 20: Mixed Signal Coverage Model

Figure 20 shows code for collecting functional-cage
from the wreal models used in the prototype SoCthla
example, the battery voltage Vbat is binned intar fo
categories. Vbat varies over different tests thhoug
predetermined ranges and sequences specified in the
verification plan and is kept track of to ensurkirstended

test conditions have been met. Figurea@d Figure 23 show

the cumulative results of the full regression run.

5.6.2 DMS Verification Plan

Section 4.1 goes into the importance and role of a
verification plan in the overall verification prase Key
metrics and targets for functional completenesthefDMS
effort are captured in an executable spec ofteleccdahe
vPlan which attaches itself to the Verification ieorment.

As simulations are run, the coverage informatioooitected
and annotated into the vPlan to give a graphical
representation of the percentage coverage youddhveved.
The vPlan for some of the analog components in the
prototype SoC are shown in Figure 21.
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Figure 21: DMS vPlan

Functional Closure of DMS Verification Intent

a good measure of the percentage of the time #uét gower
domain in the device is run at lowest possibleag#t which
has a direct correlation to the dynamic power digtieing
conserved (section 3). As seenRigure 22, the MCU is
successfully being run to conserve dynamic powehe-
higher the coverage data for the lowest nominakgel
(0.8V), the more power that has been conserve. dtso
important to ensure that all possible combinatioh&DO
voltages have been exercised for all possible &zt
values. This can be achieved by creating a crazdupt of
Vbat with VIdo_mcu.

Figure 23 shows the holes analysis run from tharvRihich
in turn reveals that the DSP power domain was newert
the highest nominal-voltage of 1.6V. Thus, thist perthe
plan has not been fully exercised and needs mate te
cover missing condition. Similarly, holes in theifieation
space are seen in Figure 22. These need to bd fiy
running adequate incremental tests to achieve ifuradt

So what does “closure” really mean in the contekt oclosure.

achieving DMS Verification? It would formally be fiteed
as achieving pre-defined verification goals usipgctfied
metrics defined in the DMS Verification Plan debed in
Section 5.6.2.

Vbat Coverage:
-Chip not verified under low battery condition
-Will the LDO be able to regulate correctly?
-Will Vbat leave adequate noise-margin?
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Figure 22: DMS — DVFS Coverage Data
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Figure 23: Scaled Metrics in populated vPlan



Note that functional coverage is also collectednfr1S
assertions and are an
completeness.

The proposed DMS Verification methodology has bieds
important gauge of functionaxercised using a DVFS application to demonstrége i
usefulness and how it can be used to extend tlificaon

of analog domain components in an SoC to well &stedal
Metrics Driven Verification methodologies.
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7 CONCLUSION y
The Digital Mixed Signal Methodology provides a sehle, [5]
configurable environment to accelerate the vettificaof [6]
Mixed Signal designs. DMS simulations based on Real
Number Modeling provide the speed and throughpatieg [7]
for MS simulation while preserving accuracy needed [g]
analog/digital interaction. This enables advancedtrigs

Driven Methodologies to be applied to the full M&CS [0

In this case study, key analog components like LNVOQO [10]
and HPMs are modeled using Verilog-AMS run on the
digital engine and provides the framework to rughhy
accurate Voltage and Frequency Scaling operatians f[11]
dynamic power management. Complex interactions destw

the analog and digital domains are precisely execaind
measured, errors detected and metrics collectetheriull

SoC. Error detection and coverage span acrossidigialog
boundaries to include the full chip. Concepts authmhiques

of Metrics Driven Verification methodologies areptied

with the help of an executable verification planaichieve
functional closure.
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