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ABSTRACT

Power intent verification, whose complexity increagxponentially
with the number of power domains and the numbeliftérent
power states those domains can assume, is fudihgslicated by the
need to integrate digital and mixed-signal IP biocigital IP
blocks may be complex enough to have their own rache low
power techniques implemented internally. For migigghal designs,
Vdd and Gnd supply signals are treated very difféyeat each side
of the digital-analog boundary. Advanced low podesigns are in a
way always mixed signal designs, given the anatogponents used
to implement various flavors of power regulators.

There are many possible errors that can creepahanced low
power designs — reversed polarity of switch costrivicorrect
connection of level shifters, missing isolatorsamn power
domains, and buffers of global wires crossing posiaamains being
powered from the wrong supply. Any of these erpans elude
traditional functional verification but still proviatal to the chip,
causing re-spins or even expensive field recalls.

This paper first explains the design techniquesayen to reduce
power, including multiple power domains with powgéut-off (PSO)
and multiple supply voltages (MSV). The problemsndégrating a
power-aware IP block into the design’s overall poiméent are
discussed next. Macro modeling is introduced aslwisn to
adequately capture the block’s power intent. Reegtgnsions to
power-aware simulation and formal verification tfistural power
intent in mixed signal designs are explained dftat. Finally, the
paper concludes by describing the structural pomtent errors
introduced across the analog-digital boundariew, these were
found and fixed, and how it saved the customersigdere-spin.

1. INTRODUCTION

The requirement for low-power design is no longer burden of a
few specialized semiconductor companies. Todayost all
semiconductor companies must meet very stringenepo
requirements for their products. Some of the neasehind this
movement to low-power design are: 1) Shrinkingcpes geometry
has resulted in greater integration of circuitsthafore. The power
that used to be dissipated by several chips isdissipated by one

chip. 2) Shrinking process geometry results irhbigeakage power.

We are seeing leakage power dominate dynamic pandrleakage
power is continuously dissipated even when the ishgperating in
idle mode. 3) The semiconductor industry has tsbéfting focus
from enterprise computing and communication to oomer
electronics, where battery life is extremely impait 4) Increasing
awareness to protect the environment and redutmiglzarming has
led to regulations to limit energy consumption.

Before this movement toward low-power design, posissipation
was not a primary concern. Once timing and argectitses were

met, power reduction was almost an afterthoughtgugchniques
such as clock gating and multi-Vt cells. More atbed low-power
technigues, such as multiple-supply voltage (MSW) power shut-
off (PSO), were well known but very difficult to pfement. Most
designers feel that implementing power shut-off initrease design
complexity by 2 to 4 times. Most designs did naté very stringent
power requirements. Therefore, designers didmptément these
advanced low-power techniques. A few designs,bipthe cellular
phone chips, had very low power requirements. désgn teams
had to implement these advanced low-power desigmtques, and
they paid the price of increased design complexity.

With an entire industry shifting toward low-powegsign, it is no
longer feasible to pay the price of increased aesamplexity
because very few companies can afford to doubtgiadruple the
number of designers. Certainly, no company is bouble or
guadruple the design schedule. Today, low-powsigdeechniques
are not only applied to most SoC designs. Thewb®applied to
many IP and analog/mixed-signal designs, which rbhastesigned
and verified as a stand-alone circuit as well amtegrated portion
of the SoC. Much effort has been focused on auiom¢éhe
complex steps in design and verification of low-go\80oC, but very
little has been done in the area of low-power 18 amalog/mixed-
signal designs.

This paper will explore some of the commonly useg-power
design techniques and introduce the concept ofdower structural
verification. This is a powerful and efficient \faration technique
that identifis electrical problems in a low-powas@yn. In order to
apply structural verification, the power intent dadtures of IP
blocks must be described. The Common Power FQi@RIE) macro
model [1] has been developed for this purposes phaper will then
show how macro model and structural verification ba extended
to check low-power features in analog/mixed-sigtesdigns.
Finally, this paper describes the experience ofyapgpthis
verification technique to an analog/mixed-signadige

2. LOW-POWER DESIGN TECHNIQUES
Power dissipation can be broadly categorized igt@mahic and
leakage power. As the names suggest, dynamic pewésipated
when the circuit is switching, and leakage powefissipated
constantly, regardless of switching activity, l&éeaky faucet. [2]

The majority of the Low-power SoC designs today ymultiple
supply voltage (MSV) and/or power shut-off (PSQhisTsection

will explain these advanced low-power techniques examine their
complexities during design and verification.

There are many other low-power design techniques) as
Dynamic Voltage Frequency Scaling (DVFS), thattzeimg
implemented to reduce power. Other than DVFS, thiélynot be



covered in this paper because most of them are gainplex, and
each deserves an entire paper to address. MSP%0dwill be
sufficient to illustrate the verification of low-per IP and
analog/mixed-signal designs.

2.1 Multiply Supply Voltage (M SV)
It is well known that the power dissipation duestatching circuits
is proportional to the square of the supply voltage

P

switching
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Where TR is the toggle rateF is the frequencyC,.,4 is the

capacitance loading, aﬁddd is the supply voltage.

We can reduce switching power by reducing any efabove
components, but reducing the supply voltage hagrbatest effect
due to the quadratic relationship. In additiomgducing switching
power, reduced supply voltage will also decreaakdge power.
Unfortunately, the speed of logic gates is alsaiced with a
decrease in supply voltage. As a result, we céynreduce the
supply voltage to blocks of logic that are not tigncritical (have
plenty of positive slack). The logic gates that an the critical path
must be powered by a higher supply voltage to raaint
performance. The net effect is that logic gatethensame chip are
operating at different supply voltages, and theeevaltage
boundaries where logic gates with different voltagrust interface.

2.1.1 Level Shifter

When logic gates of different supply voltages iftee with each
other, a level-shifter cell needs to be insertadben these two logic
gates to ensure that the driving signal is comjmtilith the voltage
of the receiving gate. In some cases, high-tosoltage crossing
may not require a level-shifter. In almost allesdow-to-high
voltage crossing will require a level-shifter besathe driving cell
may not drive the receiver input to a high enoughage to switch
off the PMOS transistor. This leads to leakageenir

A level shifter typically has two power pins — dioe input and
another for output. The input power pin is conaddb the power
supply of the driving domain, and the output popieris connected
to the power supply of the receiving domain. Tdnisures that the
level shifter is able to receive the signal frora tiriving domain and
drive a compatible signal to the receiving domain.

2.1.2MSV Considerations

Some designs have different power sources and tpad®perate at
the same voltage. These power sources may néteeah other so
that one source could be operating at +10% nomitdge while
the other is operating at -10% nominal voltager tRese cases, it
may be necessary to insert a level-shifter betveese two voltage
domains to eliminate leakage current.

MSV is one of the easier low-power techniques tplément. It
involves the insertion of the level-shifter celldate construction of
the correct power grids. This requires moderdtatednd minimal
area overhead. The gate delay associated witlrebdgifter is
normally not an issue since critical paths are aimever found at a
voltage crossing.

While MSV is fairly straight forward to implemerit,does have its
share of challenges. MSV designs need to be edrifh ensure
correct chip operation and minimal power dissigati®ome of the

common problems include missing level shifter ammbirect
power/ground connection. MSV cannot be deployedefdifferent
supply voltages are not available either from tbart or through
voltage regulators. One designer reported thapdieer savings
from MSV was offset by loss of regulator efficieratythe desired
voltages. Optimal partition of blocks and voltagsignment may be
difficult to determine. It may require multipleat synthesis runs to
find the right balance between power and timingwéver,
advanced synthesis tools will help to automateghieess.

MSV should be deployed only when the block hasaaarable size.
When the block is too small, the power benefit dugsjustify the
effort. Lots of small voltage domains can alsateeouting
obstructions and placement issues.

2.2 Power Shut-off (PSO)

Very often, blocks of logic within a chip are natad for some
period of time. Clock gating can be used to elatendynamic
power, but the CMOS gates continue to dissipatealgapower.
And this leakage gets worse at lower process gegme&he only
solution is to switch off the power (or ground)th@se logic gates
when they are sitting idle. This technique is dsown as
MTCMOS. (This paper assumes header switches hioatodf the
power.)

2.2.1solation

PSO is a simple idea but is considerably more certg implement
and verify than MSV. Figure 1 shows two invertenseither side of
an off-to-on domain crossing.
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Figure 1. Off-to-On Domain Crossing

When the OFF control is asserted high, the drivingrter is
switched off, and its output (net A) will be floagj. This turns on
both PMOS and NMOS transistors of the receivingiter and
causes short-circuit current to flow between VDD #8S. An
isolation cell must be inserted on net A to driv@gh or low signal
to the receiving inverter to ensure that eitherRMOS or NMOS
transistor is shut off.

Most of the libraries contain a wide array of iswla cells to isolate
high, low, or even hold the previous value. Thisp dave enabled
level shifters that combine the isolation and leshgfting functions
into one cell. In the rare event that a librargsioot have isolation
cells, combinational logic gates can be used ferighlation
function. However, it is extremely important tokaasure that the
data input of the logic gate does not have an uapted buffer or
inverter. Otherwise, there will be an off-to-omalin crossing
similar to what is shown in Figure 1.

2.2.2 State Retention



A block that is switched off can have importantttohor status
registers that must not lose their state. Thegistazs can be
implemented with a state-retention flop to hold skete even when
the primary power is shut off. The main advantafyesing a state-
retention flop is that the state can be restorecktu

The main disadvantage is that state-retention fopdarger in area
and consume more power during functional mode stt@ndard
flops. With this in mind, state-retention flopgarsed sparingly. If
there are lots of data to retain through a PSCecyick data can be
scanned out to another memory prior to poweringrdonother
method is to use standby mode, which will be dbescriater.

The main concern with using state-retention flopasusing enough
of them. In this case, vital data is lost durirf®® and the SoC will
not function after powering up. This must be vedfwith low-
power simulation.

2.2.3 Power Switches

Shutting off the power to a power domain can beedeither
internally within the chip or externally. When pemis switched
within the chip, power switches need to be add@&tiey are inserted
in the design during placement. However, withittient for power
switches (internal or external) specified in thevpointent file, all of
the frontend tools have an understanding whergdkaer switches
will be inserted. Therefore, PSO domains can bidie® even in the
RTL stage.

There are many types of power switches and mankadstfor
controlling them. The main considerations for posigitches are
number of power switches, power ramp up and dome,tdynamic
IR drop, and rush current.

2.2.4 Feedthrough

Feedthrough is required when the path around apdereain is too
long. Therefore, feeding a signal through a padgenain is often
the preferred method. This applies to both MSV RBO designs.

In Figure 2, signal A from PD1 is routed around PID@ requires
lots of buffering. Signal B is fed through PD2 ayets to the
destination with fewer buffering and less delay.

PD1 |
/ \| Pp2
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Figure 2. Feedthrough example

Signal A and all of its buffers are clearly in PD3ignal B, however,
crosses into PD2 at point X and exits back to POdomt Y. Does
this mean that there are two domain crossings?amkeer depends
on how buffer Z is powered. If buffer Z is powelegPD1's power
net, then there is no domain crossing. If buffés Gowered by
PD2's power net, then there are two domain crossing

In order to be powered by PD1’s power net, buffenist be a
special always-on (AON) buffer. This buffer hagramary power
pin that is only a follow pin (to connect the povgeid). The
primary power pin does not connect to any transsstwside buffer
Z. These transistors are powered by a secondavgmun that is
connected to PD1’s power net.

The name “always-on buffer” is a historical terntas not always
accurate. Consider a switchable PD1 and AON Pib2his case,
buffer Z is powered by PD1’s power net and is dffew PD1 is off.
Therefore, buffer Z is not always-on. A more aateiterm might be
“on when necessary.” However, that is too diffidol say, so a new
term “global cell” has been actively used.

If buffer Z is powered by PD2’s power net, thenhese two domain
crossings. If PD1 and PD2 are AON but operateffgrent voltage
levels (MSV), then level shifters need to be plaaedoint X and Y.
If PD1 is AON and PD2 is PSO, then we have an@fft domain
crossing at point Y, and an isolation cell is nekctfere. If PD1 is
PSO and PD2 is AON, then we have an off-to-on domedssing at
point X, and an isolation cell is needed therePDfL and PD2 are
both independently PSO, we need isolation celt®#t point X and
Y.

2.2.5 Standby Mode

Standby mode is a special combination of PSO and.M&hen in
standby mode, the supply voltage is lowered toiatloat will
allow all memory elements to retain their contémtsnot high
enough to switch any circuits. It is typically dsghen contents of
RAM'’s need to be retained or when state retentwgisters are too
expensive in terms of area or power.

Since the standby mode voltage is not high enocoglupport circuit
switching, isolation cells must be inserted atitipits of the power
domain to ensure that the circuits inside the digrbmain will not
switch.

2.2.5PS0O Considerations

Verification and implementation complexities incsealrastically
when PSO is used. This will be discussed in the section. Some
commonly seen problems are missing isolation celissing state-
retention flops, and incorrect power control angusacing. If there
are multiple PSO domains operating independetitgn the concept
of “more on” needs to be considered in additioA@N and OFF.
The tradeoff between these complexities and poaxdngs must be
analyzed carefully. The key to a successful PSsiydds verifying
the design early and often.

2.3 Dynamic Voltage Frequency Scaling (DVFS)
DVFS is basically dynamic MSV. The supply voltag®l clock
frequency are adjusted on-the-fly to meet the perémce
requirement of the system at any given time. Whigh
performance is required, the supply voltage is rangp and then
the clock frequency is increased to meet the sytteoughput
requirement. When high performance is not requittesl clock
frequency is decreased and then the supply voisageluced to save
power. Sometimes, a DVFS block can be switchedoofd period

of time. In this case, PSO also comes into play.

DVFS is commonly used in processor design, andsadgnts are
made based on system demand. It provides the gavergs of
MSV but also provides high performance when need®dFS is
very complex to implement and usually requires ltage regulator.



Functional and timing verification are also extrémmmplex.
Transition between power modes, especially wherstipply voltage
is changing, may need special verification. Dubigh cost of
implementation, careful analysis of benefit/coatioff must be
made.

For some designs, the power savings of DVFS outwitig design
complexity. Therefore, even some mixed-signalglesare
implementing DVFS. This poses special verificatibrallenges and
requires verification methodology that is beyone $lcope of this

paper. [3]

3. LOW-POWER VERIFICATION

While low-power cell insertion is not a trivial tadow-power
verification is an even more difficult task. Exse® leakage power
due to incorrect low-power implementation is onéhaf main
reasons for design re-spin. The number of povedest power
modes, and power mode transitions increases expaltewith the
number of power domains. Therefore, a relativetypte low-power
design with a few power domains could easily becamerder of
magnitude more difficult to verify.

Traditionally, verification is synonymous with fuimnal simulation
and requires a team of verification engineerss dinly as good and
complete as the testbenches written. Even thediasimulators run
several orders of magnitude slower than the ddsggmy simulated.
So, runtime is another limitation. In order touwed reliance on
functional verification, many tools have been depeld. For
example, code coverage provides a metric for comepéss of
verification. Static timing analysis (STA) hastuglly eliminated
the need for timing-annotated simulation. Fornupliealence
checking has reduced the need for gate-level reigres

For low-power designs, there are two types of igaifon —
functional and structural. Functional verificatiost be power-
aware in order to uncover logical errors in theigles Structure
verification examines the interfaces at power donbaiundaries to
determine if there are any electrical problemsially, we shall see
that formal equivalence checking also needs todveep-aware.

3.1 Low-Power Structural Verification

Many of the low-power design requirements are stinatin nature.
For example, every off-to-on domain crossing needs protected
by an isolation cell, and every low-to-high voltadmmain crossing
needs a level shifter. Low-power structural vedfion has been
developed to validate the existence of approptmtepower cells at
every domain crossing. Taking advantage of thesetsral
requirements, low-power verification can be doraejrendent of
simulation pattern, which means that it runs mwdiefr than low-
power functional verification.

Low-power structural verification can also verifyrisistency of
power intent against the low-power structure indhsign. For
example, if an isolation rule is not specified betw off and on
domains, low-power structural verification will idify that a
required isolation rule is missing. This is knoaspower intent file
quality check (QC).

There is quite a bit of overlap between low-poviarctural
verification and functional verification in term$§ errors detected.
The following sections will explore some of the daps as well as
the non-overlaps.

3.2 Low-Power Functional Verification

Low-power functional verification merges traditidhagic

simulation with special handling for low-power c=éind states. It is
able to mimic the behavior of low-power designensure correct
operation. In the past, these kinds of simulatimuired lots of
manual effort, such as writing PLI routines, cnegtiow-power
models, writing special testbench force/releasersanus, etc.
Today, power-aware simulators are able to reallérpbwer intent
file and automate all of these low-power functions.

Here are some examples of what a low-power simutzon do. The
RTL does not have any isolation cells and statent&in flops
instantiated. Based on the power intent file,ve-fmwer simulator
will automatically infer these low-power cells apérform their
functions. When a power domain is shut off, the-fmwer
simulator will force a logical X-state on all cellsad nets. This is
commonly known as corruption during PSO.

Section 2.2.1 provided a reason for needing isatells. Another
interpretation based on low-power simulation ig tealation cells
prevent the propagation of X (corrupted state) thlogic that is
on. If a design is missing an isolation cell anel torresponding
power domain is shut off, then X will most likelg Ipropagated to
the rest of the chip resulting in a failed simuati When the
verification engineer examines the simulation wavef, he will see
that most of the signals at an X state. He wahtimeed to debug by
tracing back to the source of the X, which is a R®®ain output
that was not isolated. This is a very inefficiemty to debug this
problem because of simulation runtime and debugting. Low-
power structural verification will identify this e without
simulation. This is one example of the overlapMeeh low-power
structural and functional verification.

However, there are many low-power errors that cabaaletected
structurally. For example, using an isolate-loW icestead of an
isolate-high cell is a functional problem, not mustural problem.
One must run a low-power functional simulation &tett the error
resulting from the wrong isolation state. Low-powguctural
verification only recognizes an off-to-on domaionssing and the
existence of an isolation cell. It does not hdedbility to know the
correct isolation state.

Another common error that requires low-power fuoral
verification is missing state retention flop. Thigypically a power
intent file specification error. If a flop is nepecified as state
retention, its state will not be saved and restaitgihg a PSO cycle.
After state restore, this flop will still be in théstate. This X-state
will propagate and hopefully result in a detectadster.

These simple examples illustrate that both low-postreictural and
functional verification are necessary. Always tow-power
structural verification first to ensure that thengo intent file is
correct and to catch the easy problems. Cleaheipttuctural errors
before running low-power functional verificationfiad the logic
errors. This is the most efficient approach.

3.3 Low-Power Equivalence Checking

Most low-power designs start with RTL without istida cells. The
isolation cells are inserted by the tools basegdawer intent
specification. During equivalence checking, thaaton cells in the
netlist cannot be matched in the RTL. This caasesn-equivalence
if the equivalence checker is not power-aware.elifainate the
error, some designers add pin constraints to thiatien control pin
to open up the isolation cell. This works well fmme designs but
cannot detect all errors.



Figure 3 shows two circuits that are logically eglent when pin
constraint of 1 is applied to EN. However, whea igolation cells
are enabled (EN = 0), the flop A sees 0 when flge8s 1 at their

inputs.
A
>
EN

B b
ISO

EN

Figure 3. Low-Power Equivalence Checking 1

In Figure 4, the top circuit has a net that feduleugh PD2. On the
bottom, a regular buffer has been inserted in Witkable domain
PD2. This creates an off-to-on domain crossingnfRD2 to PD1
that needs to be isolated. Once again, when pist@nt of 1 is
applied to EN, the two circuits are equivalent.t &hen the
isolation cells are enabled (EN = 0), the feedtgtoualue does not
get through PD2 and the isolation cell in the battrcuit.

PD2

DRV A RCV A

PD2

DRV B I iIso )/ RCVB

EN

Figure 4. Low-Power Equivalence Checking 2

These two examples illustrate the importance ofgreaware
equivalence checking.

3.4 Closed-L oop Verification

The power intent file is the power architecturecsfieation. It
drives the implementation tools to insert, placel eonnect low-
power cells. Since it has a direct impact on thal fdesign, it must
be treated with the same respect as RTL. It maisebfied to be
correct before driving implementation and then usethe golden
reference to verify the implementation. All deggnshould be very
familiar with this concept. RTL is first simulatéal verify
correctness. Then it is synthesized into a logiedlist. Finally, itis
used as the golden reference for equivalence angelgainst logical
and physical netlists. If the RTL is changed at time, the
simulation, synthesis, and equivalence checkingssteust be
repeated.

Similarly, power intent file must be verified bywepower structural
and functional verification. After driving the ifgmentation tools,
it is used as the golden reference for low-powercstiral,
functional, and equivalence verification. Thissds the verification
loop.

The key message in this entire section is that pamere
verification is critical. Mistakes can be madeeirery step of the
design flow, including the power intent file, anspecially in some
manual steps, such as ECO. Applying power-awaiéoagion at
every step in the design flow will ensure that alists are caught
early to prevent schedule delay and costly re-spin.

4. LOW-POWER IP

With shrinking geometry, today’s chips can fit adb transistors.
This leads to highly integrated SoC with lots afdtions, multiple
cores, and multiple interfaces. High level of grion necessitates
the use of IP. Examples of these IP are RAM, Ridltage
regulator, and high-speed interfaces. Some desiggrs have
repeated blocks that are placed and routed sefyaaatd used as an
IP in the SoC.[4] Increasingly, IP blocks are alesigned with
advanced low-power techniques for low-power apfibbca For
example, there are RAM’s with multiple power donsaibuilt-in
power switches, and isolation cells. The memonrng @an be shut
off separately from the peripheral logic.

In order to use low-power IP effectively, it is esal to model an
IP’s low-power features so it can be verified wifle rest of the SoC.
Most IP blocks are delivered with various modelglsas
simulation, Liberty, and LEF. These models weneceived many
years ago and are not designed to model low-pdweLiberty has
been enhanced in recent years to include some tovespattributes,
but it is still not adequate. That is why CPF tiesmacro model
concept. An IP is a black box, and its circuitsidie are invisible.
CPF macro model describes the power intent offhe |

4.1 CPF Macro Modd

Since low-power structural verification primarilpayzes domain
crossings, we must be able to model the power doofatach IP
block’s input and output data pin. When the drized receiver’'s
data pins are incompatible, low-power structuraifioation will
signal an error. Therefore, at a very minimum,muest be able to
describe the relationship between data pins anéggmund (PG)
pins. This is known as related PG pin.

For any standard cell gate, there is only one @G pins. All
input and output data pins are related to thatpameof PG pins.
There is no need to model this. When there arep@iis of PG pins,
the situation is not so simple. Figure 5 showsrgke pad cell.
There are two data pins (A and PAD) and two pdiR®@ pins
(VDD/VSS and VDDG/VSS). (Note — A power (or groQipih can
be paired with more than one ground (or power)tpiform more
than one power domain.)

Without any modeling information, it would not begsible to know
whether data pin A is related to VDD/VSS pair or MG/VSS pair.
Using CPF macro model, the power intent of this cah be easily
described in Figure 6.
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Figure 5. Simple Pad Cell Example

set_macro_model OUT1
create_power_domain -name PD_core \
-boundary_ports {A}
create_power_domain -name PD_pad \
-default -boundary_ports {PAD}

update_power_domain -name PD_core \
-primary_power_net VDD \
-primary_ground_net VSS

update_power_domain -name PD_pad \
-primary_power_net VDDG \
-primary_ground_net VSS

create_nominal_condition -name high \
-voltage 3.3

create_nominal_condition -name low \
-voltage 1.0

create_power_mode -name MMon \
-domain_conditions \
{PD_core@low PD_pad@bhigh} -default
end_macro_model

Figure 6. Pad Cell Macro Model

The macro model first establishes that there aoepwwer domains
associated with the cell. Each power domain ia #esociated with
boundary ports, PG pins, and nominal voltage. IKinthe legal
power modes for all power domains are specifiedy #ol that
reads the macro model will understand that dataggirelated to
PG pins VDD/VSS and data pin PAD is related to RG p
VDDG/VSS. VDD operates 1.0V always-on, and VDD&i@tes at
3.3V always-on.

(Note — Liberty has since added the related_povieranpd
related_ground_pin attributes to describe thigimiahip. However,
it cannot model some of the other low-power feautescribed
later.)

Once a macro model has been defined, it needsitestamtiated in
the CPF file to associate the power domains imthero model to
the power domains at the top level. Figure 7 shostntiation and
domain mapping for macro model. PD_core in thermawdel is
mapped to TOP. This established that TOP shostullz a 1.0V
domain and that data pin A is in domain TOP. Femtiore, the
VDD/VSS PG pins must also be connected to the pyiR& nets of
domain TOP. Similar relationship applies to doni@rand
PD_pad. If any of these are inconsistent, low-pastreictural
verification will flag an error.

Figure 7 assumes that the macro model definedguar€i6 is in the
outl.cpf file.

set_instance ioring/instl —domain_mapping \
((PD_core TOP) {PD_pad IO})
include outl.cpf

Figure7. Macro Modéd Instantiation

As mentioned earlier, many low-power IP blocks hiawit-in
isolation, power switches, feedthrough ports, amalay signals that
should not be connected to any digital level shifiteisolation cell.
These can all be supported by CPF macro modehiuty

Liberty).

Let’s expand on the simple pad cell example in Fiduand add an
isolation cell for data pin A. Figure 8 shows adl diagram of this
circuit.

VDD VDDG
| |
A
EN ISO — PAD
OouT?2
|
VSS

Figure 8. Built-in Isolation Example

Figure 9 shows that only a few lines of CPF codedrte be added to
the macro model in Figure 6 to describe this cElie EN pin needs
to be added to the boundary port list of PD_cd¥a.isolation rule is
added to specify that data pin A is protected bisalation cell

inside the macro.

set_macro_model OUT2
create_power_domain -name PD_core \
-boundary_ports {A EN}

create_isolation_rule —name isol \
—to PD_core -pins { A }\
-isolation_condition {! iso_en}
end_macro_model

Figure 9. Built-in Isolation Macro Model

It is very important to know whether an IP bloclsHoauilt-in
isolation. If there is no built-in isolation, them external isolation
must be inserted to protect off-to-on domain crugsilf there is a
built-in isolation, there is no need to waste amed power by
inserting another isolation cell. Low-power struret verification
will examine the macro model and determine if theany domain
crossing violations.

Figure 10 shows a cell with only one pair of PGsgiuit also a built-
in power switch. Because there is an internal p@métch, another
power domain must be defined. The macro modelrhesaslightly
more complex because the switchable domain caither en or off.
Therefore, we have to define additional nominatagds and power
modes.
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Figure 10. Built-in Power Switch Example

Figure 11 is the complete macro model for the sfetiwn in Figure
10.

set_macro_model PSO1
create_power_domain -name PD_core —default\
-boundary_ports {IN1 OUT1}
create_power_domain -name PD_pso \
-boundary_ports {IN2 OUT2}\
-shutoff_condition {OFF} \
-base_domain {PD_core}

update_power_domain -name PD_core \
-primary_power_net VDD \
-primary_ground_net VSS

create_nominal_condition -name on \
-voltage 1.0

create_nominal_condition -name off \
-voltage 0

create_power_mode -name MMon \
-domain_conditions \
{PD_core@on PD_pso@on} —default
create_power_mode -name MMoff \
-domain_conditions \
{PD_core@on PD_pso@off}
end_macro_model

Figure 11. Built-in Power Switch Macro Model

Since the OUT2 pin does not have built-in isolatibneeds an
external isolation if it is connected to a “more-power domain.

This section has provided some basic macro modestagects and
ideas that will be referenced in a later secti@ther commonly used
CPF macro model commands are set_wire_feedthrowgts gnd
set_floating_ports, which is used to model analiog.pThere is
much more, but a thorough discussion of CPF maadetnis
beyond the scope of this paper. Please refeet€Bi Language
Reference Manual [1] for a complete description.

One final comment about CPF macro model is thedntbe used to
represent a hierarchical block. This is similatite Interface Logic
Model (ILM) concept. When a hierarchical blocklaced and
routed, it can be treated as an IP block with a @@Ero model.

This will reduce low-power structural verificationntime
significantly.

4.2 Low-Power Simulation M odel

For low-power functional verification, it would most ideal if the
existing simulation models can be re-used withoodlification.

This is the case when using the Cadence Incisiverftise
Simulator. Itis able to perform PSO simulatiorthainodels that do
not have PG pins. When using other power-awaralators, one
must code a power-aware simulation model thatseth@n the state
of the PG pins. Figure 12 shows an example ofveep@aware
buffer model with PG pins.

module buf (A, Y, VDD, VSS);

input A, VDD, VSS;

output Y;

assign Y = (VDD==1 && VSS==1) ? A : 1'bx;
endmodule

Figure 12. Power-Aware Simulation M odel

On the surface, it appears that simulation withg?@ provide more
coverage. However, the reality is that it doesprovide any more
coverage, if low-power structural verification igrfirst. This is
because PG pin connection is inherently a strulcissae. An
incorrect PG connection will create additional dom@ossing.
Figure 13 shows an example.

VDD

P/S

b

Figure 13. PG Pin Connection Error

Buffers A, B, and C should be powered by the outifibe power
switch. However, buffer C is incorrectly connectedhe AON
VDD. This creates an off-to-on domain crossingieetn buffer B
and C. Since there is no isolation cell betweefeb®B and C, low-
power structural verification will flag an errorjthout having to run
timing-consuming simulation and debugging.

The problems with running power-aware simulatiordeiare: 1) A
physical netlist is not available until very latethe design cycle. 2)
Gate-level simulation is notorious for being rurgimtensive. Most
design teams run very little if any gate-level diation. As a result,
there is very limited coverage. Low-power struatwerification is
the most efficient method to detect PG connectioblpms.

5. LOW-POWER MIXED-SIGNAL DESIGNS
For analog/mixed-signal designs, simulation isdhly way to verify
the design. There are commercially available ttwds will enable
mixed-signal simulation. They merge the digitajitosimulator
with some sort of SPICE analog simulator. On tha&l@g simulation
side, SPICE is slow and cannot handle large desggieh as an
entire block of analog circuits. To improve onep@nd capacity,
analog behavioral model can be used instead dfdhsistor



circuits. This is faster but has questionable caye. (At this point,
we are not dealing with the accuracy of analog ktian.)

Leakage current is not easy to simulate. It takesile for the
driving node to float to a value that turns on bBMOS and NMOS
transistors. The designer must be looking for ithiseased leakage
current. Often analog behavioral models do notehtehkage
current. Therefore, off-to-on domain crossing maybe detectable
in functional verification.

As we have seen, low-power structural verificajoovides
significant advantages over low-power functionaifieation for
detecting the most commonly occurring low-poweokesiin digital
SoC designs. The same advantage can be realiged wi
analog/mixed-signal circuits. This section docutadrow low-
power structural verification, along with the povirtent file and
CPF macro model, was applied to a mixed-signalgtesnd
detected errors that were not found by low-powerugation.

5.1 Setup

This case study is based on a large SoC with dewéxad-signal
blocks and several large blocks of digital logiEach mixed-signal
block contains analog circuits and synthesizedrobfdgic. One of
the mixed-signal blocks was taken through detddedpower
verification. This involved low-power structuratnification with
macro models for the analog circuits and functiomaification with
analog behavioral models. At the top level, flllgclow-power
structural verification was performed with macrodats
representing the mixed-signal blocks. This step vey
straightforward because we only had to code macdefs for the
mixed-signal blocks using steps outlined in secidn It mostly
consisted of identifying related PG pins and anitfisolation.
Since a top-level CPF file was already availalde-power
structural verification was performed easily witbr@ormal Low
Power (CLP).

Low-power verification at the mixed-signal blocké was far more
involved. The analog circuits were captured intWoso schematics.
From these schematics, a verilog netlist was gésgbrarlhis netlist
contained black boxes for each of the analog dsand the
synthesized netlist of the control logic. Behaalonodels were
already created for the analog circuits for funaiosimulation.
However, macro models had to be created for stralcterification.
While this is a very straightforward process, tgyé number of
analog circuits made this a very tedious process.

After generating all the models, we still neededmlevel CPF file
to drive verification. For the mixed-signal blot¢ke golden power
intent is in the schematics because they havaaliow-power cells
instantiated and all the PG pins connected. Eneiy different
than the digital logic world, where the CPF fildirst created and
then used to drive low-power cell insertion and¢@@nection.
Therefore, CPF file creation became an exerciserse
engineering the power architecture based on thegsahematics.

CPF file coding became a very manual and timingsaaring
exercise. We had to start with all of the primB pins and create
power domain for each valid PG pin pair. Each RGpair had to
be traced to establish the domain mapping of eadrarmodel
(analog circuit) connected to the PG pin pairth# power net is
connected to a power switch, then the output oftheer switch
became another power domain, and this processcmati We also
had to find all the power switches, isolation cedisd level shifters
to code the corresponding low-power rules. Somgtttiat took this
much manual effort was not surprisingly full of taises.

Fortunately, CPF QC is part of Conformal Low Pow€t.P flagged
many inconsistencies between the CPF and the desigof these
inconsistencies were mistakes in the CPF file aakixed.

Low-power functional verification proceeded in delavith CPF
coding and QC. Since the analog behavioral mosets power
aware (see section 4.2), they handled their owrepsbwutoff and
did not need corruption to be performed by the &on. Therefore,
functional verification was completed before stuuat verification
because it only needed CPF description for thehggited control
logic.

5.2 Results

After low-power functional verification was compget, the team was
moving forward with tapeout. However, we contindedavork on
low-power structural verification. Our persisterqpaed off when we
found several low-power errors as shown in Figure 1

VDD_SW

VDD_AON

PD_SW PD_SW

A

Figure 14. L ow-Power Error

Buffer A was incorrectly connected to VDD_AON. tsver and
receiver are both switchable and connected to VD®. $Vhen
VDD_SW is shut off, there is an off-to-on domainssing at the
input of buffer A. Low-power functional verificath was not able to
detect this error because the X-state propagatedgh buffer A was
not observable since the receiving block is alad eff. Low-power
structural verification didn’t have any trouble mdifying this
problem.

Section 3.2 discussed the overlap between low-pstrmectural and
functional verification. It also pointed out soeors that cannot be
identified by low-power structural verification.igere 14 illustrates
an error that cannot be identified by low-powerdtional
verification. Therefore, both structural and fuowtl verification
must be run to ensure a fully functional low-powesign.

5.3 FutureWork

Low-power structural verification has proven itselpeatedly on
digital SoC designs. In fact, it is part of thgrsoff flow for most
design teams. Now, it has also proven itself calagimixed-signal
designs. While this case study validates the qurexed proves the
value of low-power structural verification, extract of the power
intent from transistor schematics and creation®F@nacro models
are non-trivial tasks. The time and effort reqdisereamed loudly
for automation. This will be especially true as ttesign evolves.
One would not want to do manual power intent etimacepeatedly
as the design changes.

Work is already underway to automate these tasksder to make
low-power structural verification a key part of thealog/mixed-
signal verification flow. With some minimal specétion of power
domains for PG pin pairs and related PG pin atteibua CPF file
along with CPF macro models will be generated aataally from



the analog schematics. When the tool is readyfuthbenefit of
low-power structural verification can be realized évery
analog/mixed-signal design.

6. CONCLUSION

Advanced low-power design techniques, such as MEB0, and
DVFS, achieve significant power savings but alsmonfuce
significant design, verification, and implementatimomplexities.
This is especially true for low-power design vedtion. Much
progress has been made in recent years to deveiepdwer
methodology and solution for digital SoC designd kw-power IP.
Some of these concepts can be applied to analogdrsiignal
designs.

In this case study, low-power structural verificatbased on power
intent file was successfully applied to a mixedasigSoC. At the

top level, the mixed-signal blocks were treatetPaklocks and
verified with macro models. In the mixed-signaddk, the analog
circuits were treated as IP blocks and represeagedacro models.
This technique uncovered several design errorshthiescaped low-
power functional verification. It clearly illustes the need for both
structural and functional verification in low-powaigital and mixed-
signal designs.
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