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Agenda

i Part #1: Power-aware Architecture Definition
e Part #2: Power-aware Software Development

e Questions
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Power-aware Architecture Definition
Top three goals for today

Reduce risk of wrong design decision

due to late power analysis
. J

Define the right HW/SW architecture to
meet power and performance goals

Define the right Power Management
strategy
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How does architecture affect power?

Run SW in parallel or

Power domain per core power down idle cores?

or entire CPU?

How to avoid
Best cache size page misses ?
and
organization?
Run fastand stop

or DVFS?
Use coherent

interconnect?

Turn off
when idle?

Cache Coherent In 2rconnect

Separate power
domain per cluster?

Timeout for moving to
HW/SW low power states?
Partitioning?

2014
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Power and Performance Duality

Workload

Processing
Element

A

consume

time
20]4
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Power and Performance Duality

Workload

speed

Power Impact of power management

Manager " on power and performance ?

aton

Impact of architecture decisions
on power and performance ?

Gz,
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Virtual Prototyping Approach

Workload

CPU Power Domain
CPU

CoreO

Power
Manager

triggers
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Example: DVFS What-If Analysis
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What we just learned

e Reduce risk of late power analysis

* The Power and Performance duality — |

* Virtual Prototype for early powerand/ ;
performance analysis /[ _—ﬁ ﬂ

— Create workload model to capture
processing and communication
requirements

— Create architecture model to
represent | i
processing and communication
resources

— Map workload onto architecture

— Measure resulting system
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IEEE 1801 UPF System Level Power

* New IEEE 1801 Sub-committee on System Level Power

e Participation from EDA, IP providers and users

— Active participation from AGGIOS, ARM, Broadcom,
Cadence, CSR, Intel, Mentor, Microsoft, ST, Synopsys

* Goal:
— Standardize format for system level power analysis

— Enable exchange of power models between groups,
companies and EDA tools and across abstraction levels

e Visit
— http://standards.ieee.org/develop/wg/UPF.html

— http://www.p1801.org/
— http://semiengineering.com/system-level-power-modeling-activities-get-rolling/

.....................
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http://standards.ieee.org/develop/wg/UPF.html
http://www.p1801.org/
http://semiengineering.com/system-level-power-modeling-activities-get-rolling/

Power-aware Architecture Definition
Top three goals for today

Reduce risk of wrong design decision due

to late power analysis

Define the right HW/SW architecture to

meet power and performance goals
. J

Define the right Power Management

strategy
.
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Micro Server in Platform Architect MCO
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Micro Server in Platform Architect MCO

HARDWAREACPUD
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Power Manager
DVFS-levels: 1, 2, 3, 4,

Thresholds: when to scale up and down
Response delays: slow, med, fast
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Power Model Instrumentation

set pm [SNPS_PAM create_monitor {Power Analysis} Cpu@Pam CPU@]

$pm set_frequency_input signal CPU®/PLL/clk_in
$pm set_voltage_input signal CPU®/PMIC/vdd_out

# define states

$pm add_state COREO SLEEP S5SmW 1.1V 1.5GHz
$pm add_state CORE@ IDLE 76mW 1.1V 1.5GHz
$pm add_state CORE@ ACTIVE 120mW 1.1V  1.5GHz

# state transition triggers: signals

$pm link_signal_to_state CORE@® CPU.CORE@.p_notify @ IDLE
$pm link_signal_to_state CORE@® CPU.CORE@.p_notify 1 ACTIVE

# state transition triggers: timeout
$pm link_timeout_to_state 2ms CORE@® SLEEP IDLE

PE—
e e o Easelinslcursnm ‘V | [0 ] CursorA:0
current [CursorB [~ J
Diff =0 o 50 us

[+ Power Stat [ CORED.PowerAnalysis:,CORE0=OFF
CORED, Poweran| CORE1-PowerAnalysis: COREL

COREL.PowerAn

[+ Frequency [[JFrequency=0.0
COREO.PowerAn
¥ & No Slicing
configure...|

EI

[+ Voltage Tra[[]Voltage=0.9
COREO.PowerAn
* % No Slicing

lzlfe

[+ Total Powei[ [

CORED. PowerAn
COREL PowerAn
¥ $5um

DW\

¥ % No Slicing

=i

[+ Power stat
GMPMC. PowerAt
¥ & Utilization

Ooom|

booooo |
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Power Model

notify

idle -> active idle

notify

) notify
sleep -> active

active -> idle
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7362902‘;

Energy/Power
recording ) 2014
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Power Model Instrumentation - Details

Power State Definition

$pm add_state modem fsm Off
$pm add_state modem fsm
$pm add_state modem fsm
$pm add_state modem fsm

oW

set pm [SNPS_PAM create_monitor {Power Analysis} modem_ PAM TOP.modem]

0.000W

0.005W

accellera -
© Accellera Systems Initiative
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0.200W

0.150W
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Power Model Instrumentation - Details

Dynamic Voltage and Frequency Scaling

* For each power state we define:
— Reference dynamic power P, ..
* for a reference frequency Fy,, fand reference voltage V.

— Reference leakage power P, .

 for a reference voltage Veak ref

— Trigger frequency and voltage from Virtual Prototype

$pm set_frequency_input signal TOP/MODULE_3/clk_in
$pm set _voltage input signal TOP/PMIC/vdd_out
$pm add_state modem_ fsm

$pm add_state modem_ fsm

$pm add_state modem_fsm

$pm add_state modem_ fsm
Mt
/ 2014

Vleak ref DESIGMN AND VERIFICATION
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Power Model Instrumentation - Details
Driving Power States from a (HW) signal

$pm link signal to state TOP/MODULE_1/pState @ Oxf modem_fsm Off

$pm link signal to state TOP/MODULE_1/pState 1 Oxf modem fsm Standby
$pm link signal to _state TOP/MODULE_1/pState 2 Oxf modem_fsm Transmit
$pm link signal to state TOP/MODULE_1/pState 3 Oxf modem_ fsm Receive

pState==
>

pState==1

pClE MODULE_1 pState

Receive 2014

DESIGN AND VERIFICATION
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Power Model Instrumentation - Details

Driving Power States from Software

$pm
$pm
$pm
$pm

link_instruction_address_to_state modem_ fsm driver_power_off
link _instruction_address_to state modem fsm driver_power on
link_instruction_address_to_state modem_fsm send
link _instruction_address_to state modem fsm receive

SW function (e.g. Linux device driver)

driver power off () ;@
driver power on/() ;@
driver suspend() ;‘
receive (int &bytes) ; @
send (int bytes, ..) @

accellera
© Accellera Systems Initiative
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Receive
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Video: Analyze Power Management

Windows Media Player
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2014_Power_Seminar_Architecture_video3_analyze_dvfs.mp4
2014_Power_Seminar_Architecture_video3_analyze_dvfs.mp4

Which

Parameters to Explore ottt

work best?
* Architecture and workload parameters

Workload Ethernet Bandwidth: 512 MB/s, 1GB/s

CPU-cycles per packet: 1k (avg), 2k (high), 4k (stress)
Platform Number of CPUs: 1,2
Number of NPUs: 0,1
Number of SRAMs: 0,1
6 parameters

144 combinations

L2 cache Size in KB: 32,64, 128

* DVFS power management related parameters

DVFS-levels: 1,2,3,4,5

Thresholds (up/down): 2/1,4/1,8/1,4/2,8/2,8/4 3 parameters
Response delaysinus:1,2,3,4,5

150 combinations

=» Total of 21600 combinations ???
=>» Sensitivity Analysis + Divide and Conquer!

~ ‘\\ DESIGN AND VEH?FQ;!&I;I
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Sensitivity Analysis

1. Design Configuration

parameters

2. Simulation sweep
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Video: Explore Architecture

Insert Page Layout Formulas Data Review View Developer Design Layout Format Analyze

M F

™ = PivotTable Field List

Choose fields to add to report:
LINPUP W]

[OPROCE [nJ]
[OJprOCP [W]

CGMPMCE [n]]
CGMPMCP (W]
[JSRAMO E [nJ]

[JSRAMO P [W)

OE ]

P [w]
[JOOR %data
[JDOR Yecmd-hit
[JDDR %cmd-miss
T JcPuo util
Ocrututi
e =l |DGMAC uti
! ml QemMud
[1SATA utl
2
Drag fields between areas below:
W Report Filter Z5 Legend Fields (Series)
| cPU dvfs_levels
£ Axis Fields (Categories) T vales

load Sum of P (W]
032K | 064K | 128K | 032K | 064K | 128K | 032K | 064K | 128K | 032K | 064K | 128K | 032K | 064K | 128K | 032K | 064K | 128K NPU

cache size

no NPU with NPU no NPU | with NPU no NPU with NPU

O_avg 1_high 2_stress
load ¥ NPU v cachesize v

Defer Layout Update

2014
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2014_Power_Seminar_Architecture_video4_explore_architecture.mp4
2014_Power_Seminar_Architecture_video4_explore_architecture.mp4

Parameters to Explore

* Best architecture configuration:

Workload Ethernet Bandwidth: 512 MB/s, 1GB/s
CPU-cycles per packet: 1k (avg), 2k (high), 4k (stress)
Platform Number of CPUs:

Number of NPUs:
Number of SRAMs: Results from

L2 cache Size in KB: first sweep

 DVFS power management related parameters

DVFS-levels: 1,2 3,4,5
Thresholds (up/down): 2/1,4/1,8/1,4/2,8/2,8/4 3 parameters
Response delaysinus:1,2,3,4,5 150 combinations
DE SBNANDV@
B DVCLIN
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Summary — Power aware Architecture Definition

Reduce risk of wrong design decision due to late power analysis @

e Power and Performance duality: Performance impacts power, power
(management) impacts performance

e Early power analysisimportant for taking the right design decisions

Define the right HW/SW architecture to meet power and
performance goals

e Power aware HW/SW partitioning, cache and cache coherency analysis,
interconnect/memory optimization

Define the right power management strategy

e Grouping of componentsinto power domains
e Run-fast-then-stop vs. DVFS

» Power management thresholds, time-outs and delays 2014
accellera - DV OIN
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Agenda

e Part#1: Power-aware Architecture Definition
i Part #2: Power-aware Software Development

e Questions
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Power-aware Software Development
Top three goals for today

Reduce risk of late power

management software development
. Y

Improve robustness of power
management software

Reveal software bugs that can drain
the battery

DESIGN AND VERIFICATION
CONFEREMCE AND EXHIBITION
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How can software affect power?

Software controls the activity of the power consumers

Power management — application & use-case level

e Selection of best effort service
e Example: Turn off WiFi and use 3G when user idle
* Based on user’s performance/power needs

Power management — operating system level (OSPM)

e Runtime control of (sub-) system power modes
e Example: Drive WiFi subsystem into standby
e Steered by application level performance/power needs

Power control — firmware level

e Control clocks and voltages

e Example: set voltage regulator to 1.1V, set clock to 1GHz
e |nitiated by operating system power management 5014

accellera pac ot

.y . CONFEREMNCE AND EXHIBITION
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Power Management complexity

Example: Mobile Application Processor
200 pages of clock programming Specification for each register:

Exynos 5250_UM 5 Clock Controller

5.9.1.6 CLK_DIV_CPUO
* Base Address: 0x1001_0000
* Address = Base Address + 0x0500, Reset Value = 0x0000_0000

ik camtot [r—.

/ e Hame Bit | Type Description Reset Value
p——— G RSVD 31 - Reserved 0xD
b | oeooo00mw [ oo, roe - -
——— = - DIV_ARM2 clock divider Ratio
s S ey E ARM2_RATIO BO28] | RW | oRMCLK = DOUT_ARMAARMZ_RATIO + 1) 00
e ETOeEs
gm_ﬁ RSVD = ~ | Reserved )
L - .
DIV_APLL clock divider Ratio
APLL_RATIO 26:24] | RW - 00
- 26241 SCLK_APLL = MOUT_APLLI(APLL_RATIO + 1)
s S
T I T . 1 RSVD 23] - | Reserved 0xD
e | PCLK_DBG DIV_PCLK_DBG clock divider Ratio.
. = 22:20] | RW - 00
P = _RATIO 2220 PCLK_DBG = ATCLK/(PCLK_DBG_RATIO + 1)
i . RSVD sl — | Reserved ox0
e e Bt i L s . -
EEER T oy R DIV_ATB clock divider Ratio
ol | oo mg ATB_RATIO [18:16] | RW | ATCLKEN ratio 0xD
i [ o => ARMCLK/[ATB_RATIO + 1)
02 Ator g RSVD 15 — Reserved 0xD
- ratons
T S DIV_PERIPH clock divider Ratio
[y PERIPH_RATIO [ [1412] | RW | PERIPHCLKEN ratio 0x0
% => ARMCLK/[PERIPH_RATIO + 1)
e m RSVD (1 | - |Reserved 00
m DIV_ACP clock divider Ratio
ACP_RATIO [10:8] | RW | ACLKENS ratio 00
m => ARMCLK/(ACP_RATIO + 1)
Gy 557 Tom RSVD m — | Reserved 00
m DIV_CPUD clock divider Ratio
Py CPUDRATIO B4l | RW | uelk cPUD - ARMCLKCPUD_RATIO + 1) o0
— PE FE—
s I - DIV_ARM clock divider Rati
clock divider Ratio
ARM_RATIO 2:0] | RWX - 00
- = DOUT_ARM = MOUT_ARMKARM_RATIO + 1) &

/
410 static struct clksrc_clk exynos5_clk dout_armclk = {
411 .clk = {
412 .name = "dout_armclk",
413 .parent = &exynos5_clk_mout_cpu.clk,
414 1,
415 .reg_div = { .reg = EXYNOS5_CLKDIV_CPU®, .shift = @, .size = 3
s . . .
216 }; Clock definition in Linux

2014
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http://www.samsung.com/global/business/semiconductor/file/product/Exynos_5_Dual_User_Manaul_Public_REV100-0.pdf

Power Management complexity

Example: Mobile Application Processor

Programmer’s Manual — The devil is in the detail:

Caution: It should be guaranteed that S/W does not access IPs whose clock is gated. It may cause system
failure.

Caution: It should be guaranteed that the ratio between freq (MCLK_CDREX) and freq (ACLK_CDREX) is kept
as "2 to 1" all the time.

Typical software problems that can cause days, or
often weeks of debugging!

ource: hitp:/Awww.samsung.com/global/business/semiconductor/ffile/product/Exyno 13 er_Manaul Public R = DESIGNANDVEnleQ‘;!iN
accellera DVCON
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Fighting bugs with power impact

Typical scenario — Here Linux Kernel Mailing List

Hey Kukjin, Andrze],
I recently started playing around with functionfs, and have noticed
some strange behavior with my origen board.

If I enable the FunctionFS gadget driver, I see the board hang at boot here:

[ 2.360000] USB Mass Storage support registered.

LDO3 and LDOS are used for powering both device and host phy controllers.
These regulators are not handled in USB host driver. Hence we get
unexpected behaviour when the regulators are disabled elsewhere.

It would be best to keep these regulators always on.

Signed-off-by: Tushar Behera <tushar.beheralflinaro.org>
————

So your patch worked great for me! Thanks for the analysis and the patch!

Source: Feb. 2013, https://lkml.org/lkm1/2013/2/26/608

DESIGN AND VERQIFQ;!'IiN
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Fighting bugs with power impact

Typical scenario — Here Linux Kernel Mailing List

> It would be best to keep these regulators always on.
No, it's just workaround patch.

It should be handled at USB drivers.
we usually used this scheme enable USE power always. but it consumes

—
lots of power.
There's no need to enable usb power when there's no usb connection.

So I suggest to enable power when usb is connected only.

In our case, micro IC detects the usb connection and enable usb power
at that time.

Thank you, .
Kyungmin Park Works fine, but

Source: Feb. 2013, https://lkml.org/lkm1/2013/2/26/608

2014
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Shift-Left with Virtual Prototyping

Start earlier — Late Power Management software can have
catastrophic consequences on project schedules

2014
DESIGN AND VERIFICATION
accellera CONF¥CE AMD EXHIBITION
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Virtual Prototyping approach

* Enable most critical software development tasks

G Oa I S * As early as possible

* Aligned with software project schedule

» Develop and deploy virtual prototypes (VP) incrementally
e Enable different software teams to develop in parallel
e Multiple VPs are created with different focus

e Model subsystems to support most critical software tasks

H oW e Leverage existing or generic models for simulation of
subsystems outside the software development focus

Its here not a goal of the virtual prototype to
represent all the hardware to develop all the software
(availability would be too late to make any impact) 55,4
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Case Study: SoC Power Management
USB subsystem with our specific PMIC and Clock Controller

12C Bus

SocBus Clock Voltage
Controller Controller
(PMIC)

Soc Bus

Interrupt

SIGN AND VE R2 Oc.n;ll 46
accellera DVLCOIN
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Case Study: SoC Power Management

Combine with available VDK for ARM Versatile Express and software

CPU Motherboard || Focus: USB subsystem

ARM UARTs 12C Bus

CPUs

SocBus

Voltage
Controller
(PMIC)

Clock

CCl Controller

Timers

Clk

elle Soc Bus

Interrupt
RAMs

\
\\
Readily available pre-assembled VP building blocks.

Part of VDK for the ARM Versatile Express prototyping system
Allows running stock Linaro Linux kernel and filesystem images 567

accellera DVCOIN
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Case Study: SoC Power Management

Add power domain information for the USB subsystem

Power domains
configuration file

I

Clk VDD

125 1.1
250 1.4
500 1.8

TLM_ERROR Input : \
Raise
assertion

Power Domain: PHU

[
DESIGN AND VE RQOC;!4|':PN
accellera o DVLCOIN
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What we just learned

 The scope of a Virtual Prototype need to match the
requirements of the software team
— What is needed to enable the key critical software tasks?
— A mix of generic and specific HW components

— Assembly & modeling tools assist the specific HW model
creation

— Enables earliest availability

* A VP can accurately model power management hardware
— Clock & voltage trees
— Power Managament IC (PMIC)
— Clock controller
— Power domain isolation
2014

accellera DVLCOIN

© Accellera Systems Initiative 37
SYSTEMS INITIATIVE



Power-aware Software Development
Top three goals for today

Reduce risk of late power management

software development

Improve robustness of power
management software

2014
DESIGN AND VERIFICATION
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Case Study: Normal OS & driver operation
Booting and using USB for a file storage gadget

I VDK_uATX_CortexAS7x1_usb_pm - Linux Console (HARDWARE.{UARTO) e || = DB2.1: DW USB3 =11

Simulated Remote L1eg:
USB Model - e ph

Su
Rol eversed

--- Orientation ---
A-E W B-A
S —

--- Speed ---

ﬂ- Low/Full Speed
- High Speed
Controls For When Remote USB Is Physical
')

| us (allow HNP)

Removable Disk (F:)

-

-2 | WDK_uAT¥X_CortexA57x1_usb_pm - Virtual AT Keyboard, PS/2 Mouse/Touchscreen and LCD Pa General cpticn:

er to view files

- Open fold

View more AutoPlay options in Contral Panel

lelcome to Synopsys UDK For ARM Cortex uB Processorst
vdk-armuB8 login: root

# start_dwusb3_filestorage

Starting FileStorage USB Gadget (on /mnt-gadgetfs)
Done

i

2014
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Case Study: Driver faults from power bug
Booting and using USB for a file storage gadget

. Unpowered core * Unpowered PHY

Simulated cable Remnta | IGR:
USB Model B N aysical

SocBus

Interrupt

Power Domain: Corej Power Domain: PHU DES.GNANWE%QM.N
accellera DV O
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Case Study: Root cause analysis

sing a VDK,

there is more to see!

erminal Trace for HARDWARE.DB1_0.CPU.cpul

Time (ps) Text
4035471380000 "Unhandied fault: synchronous external abort (0x96000210) at OxFFFHED00040140
4039528220000 Internal error: : 96000210 [£1] SMP

4039571900000 Modules linked in:
4039506930000 CPU:0 Mot tainted (290 28)
4039650050000 PC is at dwe3_probe+0:324/Oxacd

4039701610000 LR is at dwe3_probe+0:304/0xacd

4039746540000 pe : [<ffffffc0002faddc>] Ir: [<Fffffc0002fadbes] pstate: a0000305
4039783540000 sp : FFFFF00aCSFCS0

4039857950000 x29: FFFFFFC00acSFcS0 x28: 0000000000000000
4039917820000  x27: 0000000000000000 x26: ffffffc00ad33210
4039979860000  25: fFfffc000588080 x24: fiFffc0005bO1E
4040030730000 »23: FFFFTB000040100 ,22: 000000000000000L
4040101770000 2L ffFFFTCO0THBLE0 220: Fffifc009aad020

4040161640000  »19: ffffffc000523138 x18: 000000000000000
4 m " 3

2014

VERIFICATION

DVLCOIN

4 1 CONFEREMCE AND EXHIBITION

after /HARDWARE/DB1_0/...read_a57_cpu0_0/thread | 0:00:04.054 300 180 000 | A601643 ‘ L]

accellera
_~,
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Case Study: Root cause analy5|

Baseline

Current

Diff = 4039471390 ns

i SystemC Pracesses | Chart View 5%

USB CORE in

‘4039 ms

F ¥DD_CORE_pin

<no data?

Power Down

F WDD_PHT_pin

<no datay

[+ status Trace

T PR STATIS
M CER T STATHE

D'~ % PHY.mPDM_POWER_STATUS/StatusTrace

aK
POWER_DOWN
ILLEG&L

State! Why?

LI e 5§~ % CORE.MPDM _CLK_VDD_STATUS/StalusTrace
=% B 0~ = [SOLATION.BUS_CORE_IN
Configure...| ~
+ W4 DCDC
'+ W3_DCDC
¥ V5 DO
[+ V6 DO
W7 D0
# Terminal Trace
+ Register Trace
Baeyites
oo, — YCCT=0x30
— ADTY1=Dx1b
— ADTY2=0x1b I
= SDTW1=D41b I
= SDTY2=0x1f I |
= MDT41=0x4 B |
— MDTY, i [
— L12vCR=0xc Flc
F(:ummtme |[el_spnc %
e kwarker/u
12 swapper/0 = [
Cowfioe | 7 Tl el ig =] = [l o] [
|F Function Trace | [_raw_wnite_lock 11 =]
5 || _requlator_dn_set_voltags 1 1 1 =
el || Zrequistor_aet —
+ % swapper/l Trequlator_is_enabled 1 1 1 1
Confique..| 7 hd | ECER: n =]
‘ ) -e._____________________________________________________________________

4 Connectivity Browser 53

it £+ = 0= Console [ System Events £ Detais ﬁ 3 iz Date Watch| B MSC View| ]

<« /HARDWARE/c_vddl_pin
& HARDWARE
& DB2.1
4» VDD_CORE_pin
& ISOLATION
4» VDD_CORE_pin
& CORE
» p_VDD
b port 1
& DB2.3
4F V3.DCDC_pin
& IMAXIMBG60
4 V3_DCoC

erminal Trace for HARDWARE.DB1_0.CPU.cpul

Time (ps)

Text

4039471390000

Unhandled fault: synchronous external abort (0x36000210) at 0xfFFf8000040140

accellera

SYSTEMS INITIATIVE

VDD connectivity:
USB CORE connectedto -
V3 and not V4!

4039528220000
4039571900000
4039596930000
4039650050000
4039701610000
4039746540000
4039789540000
4039857950000
4039917820000
4039979860000
4040039730000
4040101770000
4040161640000

Internal error: : 96000210 [#1] SMP
Modules linked in:

CPU:0  Nottainted (3.9.0 #8)
PCis at dwc3_probe+0:324/0xac0
LR is at dwc3_probe+0:304/0xac
pe: [«ffffffc0002faddc>] Ir: [«ffffffc0002fadbc>] pstate: 20000305
sp: ffffffc00ac5fcs0

*20: ffffffc00ac5fca0 x28: 0000000000000000

*27: 0000000000000000 :26: ffffffc00ad33210

*25: ffffffc000588980 x24: ffffffc0005bI1fE

x23: ffffff8000040100 x22: 0000000000000001

x21: ffffffc00fffBbE0 x20: ffffffc009aad020
310: ffffffc000523138 x18: 000000000000000e

Need to correct USB driver to w20ty

driver V3 regulator! DVEoN




What we just learned

* Virtual prototypes do accurately simulate power
management fault scenarios

— Software developer can reproduce and observe same
defects like on hardware

— Deterministic repetition for debug and testing
* Virtual prototypes help accelerating root cause
analysis
— Visibility and traceability of any HW or SW property
— Cross correlation of HW and SW power management

SIGN AND VE RQOCJ\%
accellera - DVCON
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Power-aware Software Development
Top three goals for today

Reduce risk of late power management
software development

Improve robustness of power
manhagement software

!

Reveal software bugs that can drain the

battery
" Y,
2014,

DESIGN AND VER!
accellera - DVCOIN
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Software bugs impacting power
consumption — the reality today

Small software
bugs can have big
Impact on power

e Invisible to the developer
e Only revealed in long term scenario measurements

Im paCt IS use- e Talk time might not be impacted at all
case dependent e Standby time might be reduced by multiple hours

Software e No means to test and use-case analyze during
devel t
developers are cveopmen

e Power bugs continuously slip into production

often unaware firmware

SIGN AND VE 920!:;!46
accellera - DVLCOIN
© Accellera Systems Initiative 45

SYSTEMS INITIATIVE



How to analyze power bugs?

Soldering skills required...

The hardware way...

The Virtualizer way...

= Use a 7-way 0.1” header for each probe (3 channels)
» Superglue the back to a spare region of the board
» Add OV connection

» Add twisted pairs back to the shunt

» Remove old inductor, solder the shunt in place
» Add the other end of the wires to the shunt

A1 GEDRMO0MHE

Virtual Prototype

Dynamic power analysis

Instrumentation overlay

Source: How to measure SoC power, Andy Green, Tl Landing Team lead, Linaro
accellera
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Dynamic power analysis

Using instrumentation scripts in Virtualizer VDK

3 VOK UATX ConeBlo —— w [ESSer—>)
| Ble Simulation Analysis  Window Custom  Help
R R 1 SystemC 4 Analysis 5 Software |
L g B W U I >
o [Bomio [@heus 3N\ “Olecgigiigillh, SRR COMIPUTIRIPAT0
e~ &l @ T
A AR, I B Cuv 0
o | bPefetet
| Dessgn Object/Moodor Noswe -
& V) Curert Srudstion
S 7] PAM_chated)_a15_cgnld
o ) Powedsnoysis
) Dyamac Power 3
(7] Eneegy Everns
V! Fiequency
7. Leakage Powe:
7. Powes State
(V] Total Power
7, Votoge -
PAM_chutted)_a15, = =~ ST & s
. v P-Mk\jn-(m T reakpointpane | B Console &2 .0 Memory w2 @~-r3-=0
¥ Dynamac Power Td Conscle
) Enecgy Everts €nabling instrumentation for PAM_clusterl_a?_cpu®, A7_© -
7 Froquency MARDWARE/081_8/CPU/CLUSTERL_STANDBYWFI_O
) Loskage Power MARDWARE/DB1_0/CPU/CLUSTERI_CLK
7 Powes State €nabling instrusentation for PAM_clusterd_slS_cpul, A15_1
) Tow Pover MARDWARE/D81_0/CPU/CLUSTER®_STANDBYWFI_1
7 Vohage MHARDWARE /081_8/CPU/CLUSTER®_CLK
7] PAM, chated0_ 15 cpu €nabling instrusentation for PAM_clusterd_alS_cpud, AlS_0
- o P. oA HARDWARE/081_0/CPU/CLUSTER®_STANDBYWFI @
0. P HARDWARE /DB1_0/CPU/CLUSTER®_CLX B
B2 Oymamic Pover Simulation speed limited to 1x well clock time
B Enengy Everts | HARDWARE/0B1_B/CPU/cluster®_al5/cpud> -
‘ = B « m I '
00003043429175000 | 4382 !

Software | -
Drivers —

Signals and
Registers

Virtual Prototype

2014
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USB Power Model

Abstract power model Detailed power model

* Approximate power per * Approximate power for
component at a reference each power mode in a
frequency & voltage component

* Good enough to find bug * Needed for run-time power
mentioned in introduction! management SW

USB PHY Power

USB Core Power
Other

From K Park:

> It would be best to keep these regulators
always on.

No, it's just workaround patch. It should be
handled at USB drivers. We usually used this
scheme enable USB power always. but it consumes
lots of power. There's no need to enable usb
power when there's no usb connection.

accellera -
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Normal

Operation
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Dynamic power analysis
big.LITTLE processing — Task migration with DVFS

[ virtual Platform Vi
File Window Help

8L == g =

i | B

‘Q Results 32 =g

type filter text

@] HARDWARE. POWER_ANALYSIS/Dynamic Porw
@] HARD'WARE. POWE R_ANALYSI5/E et .

Frequencies

Voltages

2 Chart View &3 \ [8] Software Source

A15 1.1V/1.359Ghz

A15 0.8V/755MHz

A7 0.8V/140Mhz

[ .
Corfigus.| ™

Baseline 0
CursorA 263245 ms
Diff = 263245 ms
#] Frequency stats | [ FAM_chisterl_a7_cpu/CFU Fohisierl_a7_cpul = 140.0
R T P _cluster_a15_cpul/CPU.chsterd_a15_cpud = 1353.0
v $Max
#] Voltage Stats = [PAM _chsterl_s7_cpub/CPUcluserl_s7_cpul =08
TR PAM_clusterl]_a15_cpul/CPU/chisterl_T5 cpud = 1.1
P
#| Leakage Power Stats il rl E-4 —
e — JPAM_clusterd_al5_cpul/CPU fchisterd_al5_cpud = 002458361 90.000/000.000 . . N
v % Sum = 2 2
- e B E R TE T TR Y e e e
[ - Eooooo0o00| | S g & = & Ef @ = = 5
- s o @ = [ ES £ 3 = 3 3 3
Configure. 3 3 = = 3 B 3 2 =1 =1 I
G 5 5 5 5 5 5 5 3 £ £ &
"#] Dynamic Power Stats || LIPAN_cluterl_s7_cpul/CPLI/chister_s7_cpu =
- Ty P oo AP s T o D 3EE0STBO000CS 5001500 D0 0L z
v 5un g & g
* % NoSicing [B00.000.006,000 & 5
Configue. .| 7 @ @ @
o o &3 o —
#] Power state Trace FAN_chister]_a7_cpul/CPU /clister]_a7_cpudWEI=WFL I 1] [EEQI I
oy FAM _cluster]_a7_opud/ CPU fokister] a7_cpullWFE J-WFE
FEEL TS FAM _cluster]_a7_cpud/CPU chister] a7_cpul{FFI=OFF
¥ & Slice By Metric PAM_ciuster!_a7_cpul/CPU fcluster]_a7_ DDuD[AET\VE]AETNE ALT. Lrarrrarn |1 O 11 TIE I GEETRE
Configwe...| ™ PAM_cluster0_a15_opu/CPL/ clusterD_a15_ooulLFI) I0 o i OO0 OO OO
PAM _cluste_al5_opul/CPU.dhster_al5 cDuEI[WFE] WFE
PAM _cluster)_a15_cpul/CPU/chsterl_a15_cpul[OFF
PAM _clusterl_al5_cpul/CPU chsterl_al5. cpuD[AET\VE]-AET\VE ACTIVE 100 | 1| [ACTeE } W 10U
#] Leakage Pawer Stats | | PAM_clusterl_a7 cpub/CPU/chiterl a7_cpul=0.0010 7017 T 7070 0070 70010 7070 7072 1012 T00TZ To0T2 TO
PR AN FaM_clusterl_a15_cpul/CPU.chsterd_a15_cpul = 0.033 TomT [aoor0 IO o
- % Max
* % NoSicing
#| Power State Stats 200
%’%’4‘“’“ jges | 10 | 100 100 | 93972 100
fiation 4385 G3E12
~ % Slice By Metric L2118
[100

~ =0

&= Stack Traces 52 \

«

E Console ‘&
Power State (250

HARDWARE PO
<
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% Dul

29.77145519;

73.196909288:

I
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Maximum Duration
4085906044

7164

4196771901
14147530282
425181744

A15 off

Total Duratic
1649695875380
14328
66777955127418
2406308610437
40559871374830

] »

A7 active
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What we just learned

 Power awareness has higher priority than power
accuracy for software developers

— Even a simple on/off power model can reveal severe
defects

— Power models can be realized at multiple levels of
abstraction
 Power analysis can be added as an overly to a virtual
prototype
— Less intrusive than cutting rails and soldering shunts
— Accuracy in the same ballpark as HW based measurement

2014
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Power-aware Software Development
Top three goals for today

Reduce risk of later power management software

e Complete software development earlier with Virtual prototypes
e Simulate power domain control (PMIC and clock controller)

Improve robustness of power management software

e Simulate fault scenarios such as unpowered hardware
e Efficient root cause analysis from HW though SW stack

Reveal software bugs that can drain the battery

e Simulate approximate power consumption

e Expose power consumption defects to the SW developer 2014
accellera DVLCOIN
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Questions?

2014
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Thank You
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