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Part I - LLM
AI ML DL RL SL NLP LLM



AI Overview

Human Capabilities

Creativity

Vehicle Driving

Hearing
Many more …

Vision

Artificial Intelligence
Enabling machines to learn, think and act

Narrow Intelligence

Performs specific task efficiently

Example: 
Virtual voice assistants, Recommender systems 

General Intelligence

No difference between 
humans & machines

Example: 
Sonny in I, Robot movie, Voice in Her movie

Natural Language

Movement



LLM Overview 



Learning from Data & Feedback

Source: Practical Mathematics for AI and Deep Learning Book by Tamoghna Ghosh and Shravan Belagalmath - https://amzn.eu/d/8i6MPMY 

https://amzn.eu/d/8i6MPMY


Chat with LLM



LLM Transformer Variations

Variations



Tokenization
Break down text into indivisible units called 

tokens that are understood by LLM

Special Tokens
Tokens that are introduced to convey specific information.

Example: <stop>token

LLM 
Input 

& 
Output

Context Length
Maximum number of tokens that can be input to LLM

Example: 4096 tokens

Max New Tokens
Maximum number of new tokens that would be 

generated for given input tokens

Prompt
Text input to LLM



Inference Parameter
Assigning Probabilities: SoftMax & Temperature

Softmax
Accepts vector input and outputs 

probabilities that sum to 1.

Probability 
Distribution

Distribution of probability depends on 
Temperature Value & Input Vector.

Temperature
Range [0,2]

Lower value - deterministic tokens
Higher value - creative



Inference Parameter 
Token Selection: Top-k, Top-P

Select 
Tokens 
from 

this list

Strategies

- Random selection of 
finalized tokens
- Weighted selection of 
finalized tokens



Prompt Engineering

Classify the sentiment of the below text.
Text:
Awful experience. I hate new design of the website.

Refined Prompt

Classify the sentiment of the below text as very positive, positive, neutral, 
negative or very negative.
Text:
Awful experience. I hate new design of the website.

The sentiment of the given text is negative.

Prompt

Output

The sentiment of the given text is negative.

Output

Prompt Engineering

- Ask query in certain pattern to obtain 
desired results
- No change in model weights
- Provide examples with different scenarios
- Provide sufficient data to obtain desired 
results



Prompt Engineering : ICL

Classify the sentiment of the below text as very positive, 
positive, neutral, negative or very negative.
Text: It's been amazing experience browsing through the 
website.
Sentiment: Very Positive
Text: Experience while browsing has not been that great.
Sentiment: Negative
Text: Browsing this website is neither good nor bad.
Sentiment: Neutral
Text:
Awful experience. I hate new design of the website.

Sentiment: Very Negative

Refined Prompt with few sample

Output

ICL
In-Context Learning

- Steering output of LLM towards 
desired results using examples. 
- Also called few-shot learning.
- No change in model weights



Prompt Engineering: RAG

RAG
Retrieval Augmented 

Generation

- Retrieve information relevant 
to user query.
- Embed retrieved information 
in prompt template along with 
user query

Database

Document

API
Application 

Programming 
Interface

Indexed
Data

Structured 
Data

Unstructured 
Data

Data
from
API

Query
Processing

User
Query

Retrieved 
Data

Prompt
Creation

User 
Query
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LLM
Prompt +

User Query +
Retrieved 

Data

Reply

Retrieval
Query

Query
Reply



Part II – SystemC Code Generation
Challenges Mitigations Demo



Challenges – SystemC Code Generation

Confidential information about 
IP peripherals details.

Same IP feature among various 
vendors but different implementation

Complete explanation of a feature 
along with ports/registers might 
overshoot context length of LLM

As input tokens length increases, LLM 
performance degrades  



Mitigations – SystemC Code Generation

Limit Explanation

Use of short hand notation
- Create short hand notation to explain frequently 
occurring concepts
- Based on concepts used in input query, use short 
hand notation explanation for only those concepts in 
prompt creation

RAG

- Retrieve relevant information from documentation for 
prompt creation
- Summarize or extract relevant info from retrieved data 
for prompt creation

Few-Shot

- Use relevant or nearest samples from the input query 
for prompt creation



DEMO
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