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Motivation

e Software Safety Mechanisms verification

* Testing complex software workloads against fault injection

* Speed up for the Fault Injection simulation.




Safety Verification Foundation

What are Random Faults?

 Random Faults due to
* Power Supply Noise
* Extreme Temperature conditions
* Electromagnetic Interference (EMI)

* Modeling Faults in Digital IPs:
e Stuck at zero or one.
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Safety Verification Foundation
What Are Safety Mechanisms?

1 Safety Mechanisms ALU
* HW SMs / \
* SWSMs Result
:'l> ALU 1 >
J HW safety mechanism N .
* Implemented in RTL E ——l Comparator >
* Example:
Duplication and comparator. :Il> ALU2
Triplication and voter.

] ALARM K /

* Interrupt indicating detection of a fault.
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Safety Verification Foundation
Software Safety Mechanisms

) SW SMs are implemented on the . >
CPU as software. B e == o o=
) SW safety mechanism [BO I - IBQ I - I - I - I - I — °
1. Read after Write ‘
2. Information redundancy < '
Checksum
CRC
o . Frame Source Destinat -
3.  Monitoring (watchdog timer) Header ddress address




Safety Verification Foundation

Safety Flow

1. Safety Analysis 9 Fault
Understanding the failure modes Injection
resulting from random HW faults to
guide insertion of safety mechanisms Safety Related Design Safety Mechanism

\4

2. Design for Safety
Mitigating potential failures through the
insertion of safety mechanisms that

detect or correct failures

BIST
ECC
CRC
Redundancy
Watchdog Detected
SW Test Lib

-4 v
! W 3. Safety Verification observed _
b Fault injection campaign providing Analysis Design for Safety
! evidence to achieve compliance
(diagnostic coverage)
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Safety Verification Foundation
Example for Real SOC
- IRQs

~ CPU
Applications ‘ ’Cluster

OpenCL Runtime

| System Call Interface

Kernel Other

_ Peripherals
GPU Driver UART,DMA,ETH




The System-Level Gap

(JRequires Ready RTL for the whole SOC IPs.

* Several months of delay to the fault campign

JLong simulation time for SOCs
* +8 hours of Linux booting

dLonger time for simulating actual and complex software stacks
JEx. GPU/NPU workloads




Closing the Gap: Shift Left
Enable Fault injection in Hybrid platform

\\‘QEM J Veloce

e Emulated CPU models
ARM, RISC, X86 ...

* No need to RTL of other IPs  Highly scalable for large designs.

e Virtual devices * Full debugging capabilities .
 VvUART, VETH, * Full control on the RTL on runtime.

e Support different OS. e Faultinjection in runtime




Fault list

R P>Top.NPU.MACO.mul_in0[0] SAO
= = Top.NPU.MACO.mul_inO[1] SA1
D110
C U
Top.NPU.RegFile.regO[1] SAO
eTRE

Generated using Questa-one safety analyzer
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Case Study 1 — SPI Controller

HDL
-~ DUT -+ 82 fault scenarios (stuck-at).
/Master \ . .
* Aligned results with ISO 26262.
= Cmiil'ir e e Combined SMs— 96.3% detection.
o oon ontroller SPI GLK
4:@ e o
\ / SM Faults Faults Detection
Injected Detected (%)
=ECK CRC 82 40 48.7
SPI \S/ILF,:\VE e RAW 82 53 65.0
MOSI Timeout 82 36 44.0
Timeout+CRC 82 75 01.4
Timeout+RAW 82 79 06.3

Fig. 2: SPI Architecture
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Case Study 2 — NVDLA

* Nvidia Deep Learning Accelerator. J oustor 2 cores aic

e Used in Nvidia Jetson.

* Complex software stack to run
CNNs as Yolo, Lenet and Resnet.

I

HYBRID
Memory

Innexis virtual
components
(VUART , vSTORAGE)

 RTL and Virtual parts.

Fig. 3: Integration of NVDLA with hybrid platform
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Case Study 2 — NVDLA

* Fl on different 1500 signal
and register in the RTL.

* Multiple-point FlI:
e 1 fault - 10% accuracy loss
e 32 faults - 95% accuracy loss

* NVDLA demonstrate
moderate resilience against
single faults.
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X | o
# ls /sys/bus/platform/devices/20000000.nvdla

drm Devi di

driver override modalias power uevent evice discovery
# lsmod | grep opendla

opendla 81920 0 Driver discovery

drm 401408 2 opendla
# head -1 /proc/interrupts

EPU@ CEUI NVDLA Interrupt check

# cat /proc/interrupts | grep nvdla 18 interrupts to core O during inference.

22: 18 0 GICv3 121 Level 20000000.nvdla
# devmem 0x20000000
0x00616061 Read NVDLA ID from RTL

# cat output.dimg W = 200% v @B 1292j. S = - o Xx

0 0/119|]0 0 6 0 6 0 0 # []

Properties %
Class 2 28 x 28 pixels
. JPEG image
Image detected is 2 595 bytes
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Performance Results

e 10x speedup over full emulation.
* 1000x speedup over simulation.

e 1000-Fault Campaigns
e 1 day in Hybrid platform.

e 2 weeks in fully emulated platform.

_SYSTEMS INITIATIVE

=

103 ]

102 4

191 _

Execution Time Comparison Across Platforms

0> 4

~100s

Hybrid Platform

~1000s

Full Emulation

~100000s

Full Simulation

Fig. 5: Runtime Performance Across Verification Platforms
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Performance Results
Comparison with FPGA Approaches

Resources Run Time Manual RTL Fault Injection Recompilations
Modifications Capabilities Required

FPGA sOcC?! 30% ~34ms Manually done Limited Many
(Limited) compilations
Hybrid 0.6% 1 min 24 sec No need Full design One compilation

approach (Scalable)

Comparison based on NVDLA inference on CiFar10 using ResNet18 CNN.

(1) Late Breaking Result: FPGA-Based Emulation and Fault Injection for CNN Inference Accelerators
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Key Takeaways

* Hybrid approach enables early, accurate software safety
verification before full SoC availability.

* Implemented SMs alighed with the 1S026262.
e Scales to complex IPs like NVDLA.
e Significant runtime speedup against different verification platforms.

* One-time compilation supports entire safety campaign.




Future Work

e Advanced analysis of Al accelerators against fault injection.

 We would like to try different safety mechanisms.




Thank You

Questions ?

Ahmed Makram
ahmed.makram@siemens.com
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