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The Goal: Federated Simulation
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Networking VLAB with SIL Kit

SIL Kit can connect to RestBus
simulators, L3 simulators, etc.

Other simulators

-
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And to network test and system
testing tools that work on the
network packet level

Vector SIL Kit: Open source at
https://github.com/vectorgrp/sil-kit

Network nodes
discover each other
via the registry
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SIL Kit network simulator
(optional)
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Network simulators are
necessary for some

networks, and can add
details to the simulation
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Usually, traffic passes from
simulator to simulator,
without using an explicit
network simulator.
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SIL Kit Semantics

Time & Time & Time &
traffic sync SIL Kit network traffic sync SIL Kit network traffic sync
time sync interval time sync interval

A l A

. Packets .

v

Participant 1

exchanged
at sync

Buffering sent packets until sync point

Participant 2
Simulation time

Sync interval is
configurable

Traffic exchange at sync
points = deterministic,
host-timing-independent

simulation semantics

(2025

DESIGN AND VERIEICATION ™

DVCCON

CONFERENCE AND EXHIBITION




(2025

DESIGN AND VERIEICATION ™

DVGCON

CONFERENCE AND EXHIBITION

Experimental Setup

SYSTEMS INITIATIVE




Experiment, for Two VDMs

:

Scripting: Remote control of
all processes involved.

System setup, running
applications on the targets,
measuring results

VDM (Virtual Development Machine) Python scripting

Applications

Middleware TCP/IP

time quantum

[

Setting: Simulator

[

. Device
Linux

Setting: Time

driver

Storage

Ethernet

PMIC

SIL Kit Registry

VLAB™ Process

sync interval
Network used:

Ethernet

Target system: Quad-
core Arm Cortex-A53,
based on virtio devices
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Scripting

def run_experiment(num_machines, time quantum, silkit quantum, ..):

siltimes = [vlab.us(2), .. ] start_silkit_registry()
start_silkit_controller()
for i in range(num_machines):
quatimes = [vlab.us(1), ..] start _machine(i, time_quantum, silkit quantum)

num_machines = ..
repeats = ..

for silkit quantum in siltimes:
for time_quantum in quatimes:
for r in range(repeats): for i in range(num_machines):
run_experiment(...) stop_machine(i)
stop_silkit_controller()
stop_silkit registry()

1 us = 2000 processor cycles, time
guanta are long enough to not interfere
with core ISS performance
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Basic Test: Ping

* Ping from one machine to the other

* Check the reported round-trip time
* While varying the SIL Kit Time Sync Interval

* Results:
* Longer sync interval = longer ping time
* Ping time proportional to sync interval
* Observations:

* The network latency is visible to software (duh)

* Ping latency independent of the host speed (just
checking)
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SIL Kit latency is visible to software
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SIL Kit Sync Overhead

Real-time boot time, difference between connected and not
130% connected with SIK Kit

* Assess overhead caused by the AMhhhdhd} —
regular time sync between the

simulators

70%

* Booting N VDMs

* In N processes 0%
40%
e Connected or not connected

==/ machines

=5 machines

30%

o M e a S u re : { Especially at short ?

time sync intervals

From 500 ps,
overhead < 10%
 Compare the time to complete the o —

boot When Connected and When o 10 25 50 75 100 250 500 750 1000 2500 5000
not connected

Time sync interval in ps

Overhead increases with more machines and shorter sync times
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Main Experimental Workload: iPerf2

B Windows PowerShell X SF 2

PS C:\workspace\Experiments\Cortex—A\Cortex-A-SILKit> python .\run_experiment_iperf.py

>>> Run: 1/220 <<<  (2025-09-23, Tue, 16:07)
Params: quantum: 1_000_000 | sil kit interval: 10_000_000 | (Terminals)

Measure the time to boot the target Running sil-kit-registry
system — virtual and wall-clock time R o e o B

Elaborating A53 Linux (1)

Listening for "Please press Enter to activate this console.
Boot time: 5.462515400024131s 0.233840Q9435s

Running iperf experiment

Listening for "# " on machine #1 (start at 1_400_600_000_000 ps)

on machine #1

Measure the time of the iperf run — |

virtual and wall-clock time

Record the throughput reported by iperf

Default iperf
parameters (TCP),
running for 5
virtual seconds

iPerf server
running on one
machine

Sending traffic to the server
and measuring achieved
throughput
iPerf client
running on the
other machine
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Below 25us, performance

starts to suffer
500

250

2

Time quantum does not

matter (at least not in this 100 250 10

range of time quanta), time 500
sync interval determines 750
performance

1000
2500 1
5000

SIL Kit Time Sync Interval (ps)

With no network traffic, optimal SIL Kit time sync interval is “make it larger”... but then why sync at all?

Time Quantum (ps)
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iPerf-Reported Throughput (“Performance”

The longest time
quantum behaves
very oddly, no decent
explanation as to why

Plateau of reasonable throughput = \ ‘

reasonable software behavior —

“Middle” time quantum settings.

“Low to medium” SIL Kit Time interval

iperf is not getting much traffic

Time Quantum (us)

> through at all due to the
8
network latency
Beyond a SIL Kit time sync
interval of 500ps, performance
drops very quickly
ZOU
SIL Kit Time Sync Interval (us) 500
b 1=a) 5
The software-visible behavior varies with the time settings, in sometimes non-obvious ways Find the “plateau” for any particular workload to guide settings
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The same effect has been
seen with time quanta and

iPerf Run Time

250.00%
200.00%
150.00%
100.00%
50.00%
0.00% 500
2
5 250
L. The run time is lower, -
Lower run time is to some - 3
for larger SIL Kit Time =
extent due to changed . £
] . . Sync intervals 5 S
Compare to the iperf software behavior — not simply ‘g
throughput profile the simulator running better 1000 E
2500 1 .
5000 £
(=

Lower run time is only meaningful if the software behavior remains the same
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Extended iPerf Run Time (Not in Paper)

300.00%

250.00%

This is where the software \

behavior starts to reduce
run time (due to SIL Kit
sync interval)

Low time quanta
increase the
execution time
drastically

100.00%
50.00%
0.00%0
w 25 ) ) )
2 50 Using a different version of the
[ 75 platform = slightly different bumps
E 100 in the landscape
[=
o 250 S
c Q° O
> 500 o P
S VAP D
g S O O Av
£ 750 o QQQ‘ o2
= & S o
£ 1000 § &
= S /\(,)Q‘ N
& 2500 &
s ,@Q‘ Time quantum (ps, not ps)
5000 N N .
N 1,000,000 is the

starting point Too-low time quanta can multiply the execution time
for prior graphs
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Long Network Latency

P VLAB™ VDM

Python scripting

Simulation host 1

r

VLAB™ VDM L Python scripting

Simulation host 2

Cable

| E— i

10 ms ping latency!
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Results

Run time of iperf, relative to run time for time sync of 1 o Th |S got bad q U|Ck|y
“ ms
—— wongiseney- 10 * Longest runs took 1 hour of wall-
L e ong latency - Q=50ps .
. ... == == |ong latency, Q=100us CIOCk tlme!

e Did not try below 50 ps

20

15

* Processes essentially spend all
their time idling/waiting

10

1os - Sous Jsus 100us 250ms  S00us  750ms 1000k High host network latency can kill performance
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Conclusions and Advice

Ensure shortest-
possible host-network
latency between
processes

Understand the
Network latency software behavior
affects software landscape — measure
behavior across a range of time
Longer network time settings
sync intervals reduce

overhead
(especially when running
many machines)

Time guanta less Strive for longest

important than possible network time
network time sync sync intervals

interval (as long as the (depends on application)
value is reasonably high)
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iPerf Throughput

7,000,000
6,000,000
5,000,000
4,000,000
3,000,000
2,000,000
1,000,000
-10

The re-run with shorter time
guanta was run with a newer
model version — which did
affect the behavior

Plateau shown in
previous slides — now
has a dip at 5us!

Another dip at 0.5us.
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