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Consumers who arrived in Las Vegas for the 2017 Consumer Electronics Show—one of
the premiere exhibitions of new technologies for the general public—might have
wondered if they were at an auto show.
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Less is More!
Less ECUs... More Integration

However, introduction of new
systems will require more complex
system LSI and graphic LSI,

which may lead to increase in
number of ECUs.

Application for MCU will
continue to grow

 Demands for more complex and more powerful

features in Automotive is rapidly driving technology. |55
— Infotainment: Connectivity, SWOTA and Security |
— ADAS: autonomous driving, sensor fusion.
— Gateway: High bandwidth traffic routing and consolidation = -

: . . . oo Teche,
— Powertrain, Chassis: Hybrid, Electric, Integrated need for el Automofive Tecnolooy

ti m i n g C riti Ca I re S p O n Se S . Approx. 60 to 100 ECUs Integrated into 4 function groups

* These accelerating demands are leading to: 7 :’> IS
— Large compute core clusters. S5 @
— Integrated MCU domains with Compute Clusters.

-~

By integrating multiple
ECUs, the number should
decrease....

Number of ECUs

—

~

=_{ &

» Powertrain » Body Control
» Multimedia » Safety

Integration of approx. 60 to 100 ECUs to 4F groups.

— I ntegrated (S ma rt’ commun i Catio N gateways ;fgg;iM;thrnchgz ;7:5::2?:—mat they will integrate ECUs to 4 function
. . 1. Powertrain 2. Body Control 3. Multimedia 4. Safety
— Unprecedented challenges in Automotive Software

Toyota Motor Company
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SW Development and Test Challenges

Unprecedented Solutions Required

e Software Development and Verification
— Debugging of high complexity multicore problems.

— Difficult to expose and detect underlying problems when functionality is correct.
» Software performance, driver setup errors......

e System Integration with Tool and Hardware Test Ecosystem
— HIL testing is on the critical path
— Complex and costly system level verification.
* Functional Safety Testing.
— More software, More features, More tests.
— Need to cover more to increase Software quality (1S026262)
 Communications Verification.

— Large Scale High Bandwidth Multi-Protocol Verification.
— CAN, LIN, ETHERNET, SPI, PCle, FLEXRAY, 12C

accellera -
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MCU/SOC Real-time Operating Systems

AUTOSAR + Linux — Demand Real Time Performance

2 AUTOSAR .
Software ==

* Automotive chips with defined core clusters and domains.
— Multiple OS on same silicon — Linux, AUTOSAR, Qnx etc.

— Application specific domains with hypervisors. AUTOSAR

* Typical MCUs (or MCU domains) still need to.. {[][Heﬁos”]i
— Meet strict timing requirements for sensor and 1/O servicing. | Horduare )

« AUTOSAR is built on the OSEK/VDX OS specification e }
— Predictable and precise scheduling. o < |

— Still the dominating choice for Timing and Safety Critical

 Mixed Linux and AUTOSAR clusters commonplace.

* Linux dominating choice for compute intensive apps.

accellera -
© Accellera Systems Initiative 6

SYSTEMS INITIATIVE



ECU OS Application Development Challenges
OS Scheduling is typically not high visibility

* Multicore applications need careful mapping to maximize performance
— How can we validate these requirements?

* High bandwidth multicore resource access is crucial for high performance
— How can that be verified under a changing SW load?

* Changing Automotive standards and versions is ongoing.

— Re-verification of AUTOSAR versions is a big effort.

On-Chip, multi domain silicon (AUTOSAR + Linux etc) with hypervisors..

— Requires integration tasks previously not seen on previous generation chips.

High degrees of visibility into the OS is required to satisfy these challenges.
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Virtualizer Development Kit
VDK - More than just simulation models

Virtualizer Tools

Tools for VDK
)\ Platform level debyf

ECU System
Integration and

Multicore
Synchronize
HW/SW Debug

SW

VDK
Development

Testing
(VHIL)

LAUTERBACH 1‘
DEVELOPMENT TOOLS

Functional Safety

(Fault and Coverage
Testing)

complex
Jion and

Virtualizer Tools
8
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Synchronized

Co-Simulation with

* Simulink
| © CANoe
* SABER

4\ MathWorks
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Embedded Software Code Coverage

Functional Safety and Coverage Based Fault
Injection
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SW Verification and Test Challenges
1ISO26262 quidelines are challenging for large scale projects

e Software Quality is key for Automotive products.
* Challenges with Safety Management
VNG Specified Failures (handled)

— Failures that can happen and have specified hardware behaviour.
— Communications errors, power or clock tree faults

A\ Unexpected Failures (not handled)
— Failures not expected to happen and unspecified hardware behaviour.
— Driver set-up errors, open/short circuit, transients, EMC

 Meeting these challenges with quantifiable SW coverage metrics is key to
qualifying SW quality with safety critical systems. 2018
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Virtual Prototypes for Functional Safety
1ISO26262 quidelines are challenging for large scale projects

* Virtual Prototypes provide a framework for advanced fault-

injection (Simulation Probes) Simulation Probes
(@ )

* Simulation Probes used to influence the HW from outside the ,,,.

* Virtual Prototypes can be used to make testing more cost-
effective through code-coverage measurements

* Fault Injection testing can be automated and measured
during regressions VDK

* May be used as testing evidence for certification 2018
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Code Coverage Overview
Functional Safety Testing made more efficient

 eSW Code coverage helps achieving cost-effective testing, i.e. same result with fewer
tests (eliminate redundant tests)

e What to measure?

— Function Coverage: Has each function in SW been called?

— Call Coverage: Has each different function been covered once?

— Statement Coverage: Has each statement in the SW been executed?

— Branch Coverage: has each possible branch been taken?

— Decision coverage has every decision taken all possible outcomes at least once?

— Condition coverage has each Boolean sub-expression evaluated both true and false?

— Modified Condition/Decision Coverage (MCDC)

Supported natively in Virtualizer Rz
Supported by tool integration (Tessy, T32) e 2018,
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Coverage Based Fault Injection Flow
Functional Safety Testing made easier

* Flow
— Gather Coverage Metrics
— Use Fault Injection and Stimulus Generation to fill the gaps
— Re-run Coverage Metrics and Re-evaluate

Can be used for ‘Hard to Test’ Scenarios
— Signal Integrity Problems -Transients, “Stuck At” issues
— Damaging Power based faults.

— Test cascading effects applicable from driver to application.

* Highly complimentary flow to 1S026262 guidelines.
* Let Coverage metrics tell you what needs to be covered
* Use Simulation Probes to add Coverage and increase quality 5018
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ADAS Feature Demonstration

Simple ADAS Demonstration on System ECUs
(SoC + Gateway) + MCU )
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Simple ADAS Feature Demonstration

Driverless.global

ACC

Adaptive Cruise Control

* Cruise Control (and the more involved Adaptive Cruise Control) is a good
example of a simple ADAS feature.

— Cruise Control Ability to maintain speed at a user defined level considering the effects of
the environment.

— Adaptive Cruise Control: Ability to maintain speed and distance from surrounding
vehicles.

We will look at an example interaction of multiple ECUs in delivering 5018

thiS feature. DESIGN AND VERIFICATION™
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—_—

ADAS, Compute, Control and the ECU

t Rest Of System

- Engine Management
W igh Bandwidth J N
Sensors
R
C————
Vision, Radar
’ ’ Sensors/Actuators
M M I DESIGN AND VERIQFQAl'éN“‘
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System ECU Hardware Example

https://www.infineon.com/cms/en/product/microcontroller/32-bit-tricore-

microcontroller/aurix-safety-joins-performance/aurix-2nd-generation-tc3xx/

ECU2- MCU

arm
CORTEX-A5X
SERIES

| Syt resounce barconnect

|||||+|||| !l_l!
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https://www.infineon.com/cms/en/product/microcontroller/32-bit-tricore-microcontroller/aurix-safety-joins-performance/aurix-2nd-generation-tc3xx/

Simple ADAS System ECU Demonstration

 Automatic Gearbox SW implementation
— Control the gearbox in ALL modes, based on current engine state
* Simple Cruise Control Override

— Override the manual throttle but accept increments and decrements to the
chosen speed.

e Adaptive Cruise Control
— Test MCU responsiveness in a tracking scenario of forward vehicle.
 Simple Automatic Avoidance Measures
— Emergency Stop, Safe Stop etc.
* SoC running Linux with Simple Drive Cycle Test Application
* Gateway MCU coordinating CAN/PCIE communication with SoC and MCU.
* MCU running AUTOSAR variant.

accellera . DV
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System VvHIL Simulation

-

Compute an
Comms ECU

PCIE

N

/ Controller ECU \

(— Speed,

Foot Throttle

N

Rpm

Gear, Throttl
Brake
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SoC DriveApp

Communication with Gateway
* Simple Linux Application running on ARMv7 CPU_SS — DriveApp

 Communicates with Gateway MCU through PCIE in the ARMv7 design (
Linux Console App

PCIE Driver

= Simulation Output B Consele &1 Details  [J Memony B Terminal B UART_PHY 52 | B8 UART_1 @ pedde 22 | (5 50C_Lintc MC.. P ) e, ) e e » =g

1943 } ~
244° static long pedd iootl(struct file *filp, unsigned int cwd, unsigned long arg)

struct pedd dev *priv = filp->private_data:
int ret = 0;

char ping str[20] = "hello from pedd”:

otatic CHER mbg MY He3 31261 ; Connects
CMD_INFO cwdinfo; ' I E

PoiCfy GetHeader USER OUT poi_hdr; to PCIe

Pci_Header Read hdr_read: RO Ot E P

Poi_Header Write hdr write:
Pci_Bar Read bar_read:

ber e iite  ber e Comp|ex Device in
Gateway

UINT32 num, xferSize, status, bar;
int re:

INFO_PRINT("pedd ioccl Encer, cmd = Oxixin", cmd):
switch (cmd)

{
case PED TOCTL PING:

DriveApp

ARMv7 SP
p— 2018
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Gateway Application
S32 Processing Platform

S32 System DRAM
mapped to PCle RC BARO

Request Block

«-— 5 Command from MCU
Connects ”
tF;’CPC'e : System Info Block
Device in x GearDrive ID: 0x100
ARM SoC Engine_Rpm ID: Ox123 Can Bus to System
Engine Throttle ID: 0x101 ECUs
Speed ID: 0x102
Ctrl Status ID: 0x234
Brake_State ID: 0x543
ﬂhts ID: 0x321
Command ID: Ox555
DistEFrontEVehicIe ID: Ox710
TriE Distance ID: 0x720
Reg_Cruise_Speed  ID: 0x718 2018

Trip Duration ID: 0X73O DESIGN AND VERIFICATION™
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Gateway Software Tasks

OS Task . .
Schedule

0S_TASK_10MS
0S_TASK_20MS
0S_TASK_50MS

0S_TASK_100MS

0S_TASK_200MS

SYSTEMS INITIATIVE

10 ms Update PCle System Data Structure with CAN data
20 ms Get Trip Speed, Trip Time and Trip Distance
50 ms Send CAN messages

100 ms Get the command data from the MCU

200 ms Calculate Trip Distance Travelled

2018
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MCU Multicore AUTOSAR Task Mapping

OS Task . .
Schedule cPUID

task_sensors

task_gearbox

task_drive_modes

task_transmit_can

task_output_drive

task_comms

SYSTEMS INITIATIVE

10 ms

50 ms

80 ms

20 ms

30 ms
100 ms

CPUO

CPU2

CPU2

CPU1

CPUO
CPU1

Reading Sensor Interface Data

Controls Gearbox based on Engine State

Processes User Modes
Modes are Manual, SafeStop, EmergencyStop, Cruise
Control.

Writing Engine State to CAN bus

Updating MCU Engine state to the System

Reading user commands Sent to the MCU

CPUO = Master CPU1=Slave CPU2=Slave

Basic Tasks and Background Tasks not shown. Vil ]

2018
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MCU CAN BUS System Interface Spec.

MCU_GearDrive ID: 0x100

| Reserved GearDrive
63 8
MCU_Engine_Rpm ID: 0x123 0
| Reserved Rpm
63 16
MCU_Engine_Throttle 1D: 0x101 0
Reserved Foot Throttle Throttle
63 48 32 16
MCU_Speed ID: 0x102 0
Reserved Speed
63 16
MCU_Citrl_Status ID: 0x234 0
Reserved Requested Cruise Speed Autopilot La'\slltolizjr(iave DriveMode
63 17 16 8
MCU_Brake_ State ID: 0x543
Reserved Reserved Foot BrakeTorque BrakeTorque
63 48 32 16
accellera . 0

SYSTEMS INITIATIVE

© Accellera Systems Initiative

2018

DESIGN AND VERIFICATION™

DVCON

CONFERENCE AND EXHIBITION



Virtualizer VDK vHIL
(Infineon + NXP + ARM v7)

Scripting

arm

Infineon

‘; 3

Linux eSW Dev
(Linaro Linux) -

eSW Build Tools

= system_ecu - YOK Debug - SYSTEM_MULTI_ECU/skins/gateway/TestSW-AS3/src/main.c - Virtualizer Studio
File Edit Source Refactor Navigste Search Project Run Creation WYDKDebug Window Help
[mifhd fis & B v |SOC_Linu GTWY_MCU_OSE v | & v 4 » Q ~: @
15z Design Browser 57 = Memory \ap 4 Results =5 WP Disassembly 2% Charts % &
== = HOf
Diff= 0fs BOR
. Ofs o
< Current Simulation Itermn
4 1 Design Hierarchy [+ msg_McuGearDrive_0x100 Tr
a4 £ SYSTEM_MULTLECU Gt 67
4 & ECLN ¥ % NoSlicing
b ® ARM_SOCVT Configue...| T
b @ PCle2_0_ext_stub
p @ $32_MCU
b @ $32PAD_PMC
b & S32_PADWIPU
4 & FC2 [+ msg McubngineState_0x123
b @ MeuClocksResets
b TCIBCMCU [‘*i”’am
b & MetworkCANBus = OlbSlEm
b B MetworkETH Configur
S I I V. |-
< m >[[¢ m : y OpSyS Irtua Izer b
& Breakpoints 3 OlEmorleg XK K - w T o O GATEVAY: 05_TASK_LOOMS CMD: 3 Speed(KPH): 92 RequestedCruiseSpeed(KPH): 94 CruiseSpecd(KPH): 94
NCU TASK G0ms DriveModes: Cruise: speed=92 cruige_speed=94 throttle=30
State  Type - Lacation GATEWAY: 09 TASK_20M$ Speed(KPH): 92 TripTime(hr:m:s): 00:00:53 TripDistance(m) 984
“® initial_crunch GATEWAY: 03 _TASE_LOOMS CMD: 3 Speed (KFH): 92 RequestedCruiseSpeed(KPH): 94 CruiseSpeed(KPH|: 94
MCU TASK 80ms DriveModes: Cruise: speed=392 cruise_speed=94 throttle=30
GATEUAY: 08 TASE_LOOMS CMD: 3 Speed (KPH): 02 RequestedCruiseSpeed(KPH): 04 CruiseSpeed(KPH|: 94
MCU TASK &0ms DriveModes: Cruise: speed=32 cruise_speed=34 throttle=30
GATEUAY: 0S_TASK_LOOMS CHD: 3 Speed(KPH): 92 RequestedCruiseSpeed (KPH): 94 CruiseSpeed(EPH|: 94
UCU TASK 80ns DriveModes: Cruise: speed=02 cruise_speed=04 throttle=30
NCU TASK G0ms DriveModes: Cruise: speed=92 cruige_speed=94 throttle=30
GATEWAY: 09 TASK_LOOMS CMD: 3 Speed (KFH): 92 RequestedCruiseSpeed(KPH): 94 CruiseSpesd(RPH|: 94
MCU TASK 60ms DriveModes: Cruise: speed=92 cruise_speed=94 throttle=30
GATEWAY: 0% TASE_LOOMS CMD: 3 Speed [KPH): 02 RequestedCruiseSpeed(KPH): 94 CruiseSpeed(KPH|: 94
MCU TASK &0ms DriveModes: Cruise: speed=32 cruise_speed=34 throttle=30
GATEUAY: 05 TASE_LOOMS CMD: 3 Speed [KPH): 02 RequestedCruiseSpeed(KPH): 94 CruiseSpeed(KPH|: 94
NCU TASK 80ms DriweModes: Cruise: speed=932 cruise_speed=94 throttle=30
GATEVAY: 05_TASK_LOOMS CMD: 3 Speed (KPH): 92 RequestedCruiseSpeed(KPH): 34 CruiseSpeed(KPH): 94
Sneed=972 nrnise sned=94 thrnrrlesin

BE |

— dd |G Easy vk, cfg [Simulated Bus] - Vectar CANae s [
Analysis Smuabon  Tes  Oignostcs  Emvionmens  Hardware  Toods  Window )

LEe ~| @ Crine Mods oue fan 1a8 = i)

o B redbus 2 [um &
— ke Parel
& Stondsione Hod Smcheancation -
Messursmenk e Wore
B Contral =CIE a Display - ?
Engre Light AFM Gear Spoed Thuctle Lot i
Igniicn

o Bl i

)| | BE | o g

bR

WCILTASK ANms DriveMades: Criise:
< I

Search

Terrinated @ 0:01:30,000 000 000

v =g

| Haoad =
i
i
Data G State-1
L le b W ORI Balsw 9 v u IL0B
- Neme  Vaue  Unk  FawVaue Bar Simple Trigger >
Z | Heatioht - - 5 12 18 2 36
E :I:im]f( teame: Lol L Lol Vlu ik
Spoed
" o
.-  VECTOR >
gearshift integer_ n 168 * - Simulink

M=ME R 1R

- =

Modeling an Autematic Transmission Contreller

(OSEK/VDX)
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Demonstration

* SoC Functionality
— Application Behaviour
— Drive Cycle Mode Testing
— eSW Debugging
 Gateway Functionality
— Communications Visualisation
— eSW Debugging
* MCU Functionality
— Ecosystem Tools Connectivity (Simulink/Vector CANoe)
— AUTOSAR OS visualization.

* Results, Analysis and Debugging

IIIIIIIIIIIIIIIIIIIIIII
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Demonstration Profile

;;-- s @G:@-
Adaptive Cruise Control Demo Profile. e
. . iy

Manual

Track Speed
-@@- & u SoC “DriveApp” Console Interface

= Sirnulation Output B Console |5 Details ] mbledSwitches B ULRTO PHY 53

Increase Speed
l@@- l@@.
Decrease Speed ; .
Decrease Speed
7. Auto Drive Mode Adaptive will duplicate
-@@- .@@. —

the scenario pictured.

DESIGN AND VEFEIQFQA-L'éN”
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Video One

System Overview & Run Application

2018
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Demonstration Test Profile Scenario Summary.

foot throttle
T T

a‘ \ MathWorks

Foot Throttle I

throttle
T T

fool_brake L ]
200 1 m Brake | T U \/CU Brake is applied
| Cruise Started _ | |

DESIGN AND VERIFICATION™
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MCU Focused Results Analysis

* Hardware Tracing

— MCU interface Boundary Traces.
* Analog sampled inputs
* CAN Bus Data Verification

* Software Tracing [
— Function Tracing | \ N -
— AUTOSAR |

e Task Visualisation
e System Calls
* Errors

2018
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Video Two

Software and Hardware Analysis of MCU
operation
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AUTOSAR Instrumentation Summary

OSEK visualization example with Simulation Probes Scripts

Diff =
Ll

10145004463283104 f5

|; OSEK-TASK-SWITCH Trace
Tl
* % Slice By Metic

Configure: i

# OSEK-SERV RACE Trace
Tl
* % Slice By Metic

Configure: i

|? OSEK-TASK-TRANSITION-STATE
Tl
* % Mo Slicing

Configuee...| 7

OSEK-TAS
O5EK-TAS
O5EK-TAS
OSEK-TAS

O5EK-SERVICE-TR
OSEK-SERVICE-
O5EK-SERVICE-
O5EK-SERVICE-
O5EK-SERVICE-
OSEK-SERVICE

FunclFX_CPUD_0S
FunclF<_CPUD 05
FunclF<_CPUD_OS

FunclFx_CPUD_DS
FunclF_ CPUD_0S

Python Script

task_glob_var_obs = sin_utils.SuVeriableObserver([self.core_probel, self.vask_var name, self.task_var_wr_callback,

DEBUG_MSG{ '0SEE-Tasks: 0SEKTaskSwitchObserver: looking For %s =t Ox%x' % (self.task_var_name, self.task_glob_var obs.ad

# gl we need gy deal with a -1 value gxecpp here in python we may not be able to used sigued grifh here

# in the code the varishle I am monitoring may need to be task + 1 to access gthe stack structures in the kernel. so re

INFO_MSG(' 03EK-Tasks: 03EKTaskiwitchObserver: calling registered task callbacks with new: :d last: %d' % (self.new |

F OSEK-LAST-ERROR-TRACE Trace
Tl

# OSEK-FIXED-READY-PRIORITY Tr:

Tl
F OSEK-TASK-SUMMARY-TRACE Ti
Tl

* % Slice By Metic

Configure... T

DSEK-LAST-ER
OSEK-LAST-ER

273
274 SEKTaskSwi tchObserver (object) :
275 :
276 Baszed on 5W wariable observer can handle multiple callbac]
M EE_stkfirst
z78 e
z1s H def  init (self, cTaskManager, cTaskVarName, TaskIndex0ff
280 self.debuy = False
[10100 ms 10110 ms 10120 me 10130 ms 10140 me 10150 ms 10 ey selt. vask index_sffset - TaskIndexOffser

282 self.task_manager = cTaskManager

O5ER-TASK-SWITCHIFunclF_CPUD OSTASK_INITI=FunclF<_CPUD 05 TASK_INIT - T

EETA! FunclF_CPUD_0STASK_E: 1UND F_CPUD_DSTASK, = [Fanc [Fune[Func] |[FunelFR PO | [Fan. ] [Func..] [FunclF¥ TR0 || _F o S o prob I neger. coreprobe
285 self. task_glob,
= = I:I |:| ZB6 self.last_task_id = 0
[ask Switchin n n
| | | 288 # start with no wser callbacks

0BT R e S0MS I ] I} 1] 1] I 289 self.user_callbacks = [1

O5EK-TASK-SWITCHIFunclF_ CPUD EVEMT_TASK_20MS)=FunclF CPUQ EVENT TASK_20MS I [ I 2a0 self.user_vars = []
291 =

O5EK-SERVICE-TRACEMNONEINONE 292

ALELSHE kLl h h |:| 203 jj def rtask_var_yr_callback(self, var_chserver, core_observer, args, walue):
z94
OS Se rV i C eS 205 [ if (value + self.task_index_offset) »= DxFFFFFFFF:
298 F return
- - - - - - 27 # save the exiting one and update the new one.

: TeminateTa..| | Temmin...|[ Temin... | || TerminateT ask Temin... | [Temmin... | | TerminateT ask Termi... ﬁ@ 4 ;
DSEK-SERVICE-TRACE[Activate] askjsbotivateT ask o seLf. Last,_tash i = self.nev_task_id
FunclFe_CPUO_OSTASE_IMIT=TERMINATED TERMINATED 300 self.new_task_id = value + self.task index offset
Funel P CPUI_0STASK BACKGROUND=GTARTED 301 if self.debug:

TERMINATED TERMIN] =02
TERMINATEL 308 # now we can call all the installed callbacks on this wariable
T S k States ETE T TEFHINATED [ERMINAIED
ATE [ TERMINATED [ TERMINATED TERMIMATED:
ATE [TERMINATED [[TERMMETED [[TERMINETED [TEFMINATED [TERMINATED
Funcl P PO 05 TASK_10MS=TERMINATED AT [[TERMINATED [ TERMINATED [ TEAMINATED [ TERMINATED  [[TESMMATED  [ACTE [ TERMIN_[JTERMINATED [ TERMMATED  [[TERMINATED FMIN
FunclF_CPUO_EVENT_TASK_20MS=WAIT Twarm wAIT [ TwAIT TFwialT JEwaIT
T [ I [ [T [ [T [T Iz ] [T ] 1 N S ]
FunclFx_CPLO_OSTASK_INIT(IDLEJ=IDLE IDLE 2]
Funel P CPUO_DSTASK_BACKGROUNDRUNNING|=RUNNIMG RUFNING
FOHHIHG
[ask Summaries = ' = M
| [oE . | [oLE
FunclF_CPUO_0S TASK_S0MS[IDLEJ=IDLE IDLE | [IDLE [IoLE —]
FunclF_CPUO_0S TASK_30MSRUNNING)=RUNNIMG I 1T
FunciF_CPU0_0STASK_20MS(IDLE)=IDLE IDLE J(ToLE J[IDCE J[IDCE

FunclFe CPUD_05TASK_20MSIRUNNING|=RUNNING

and more.. ISR2 tracking, Task Stack utilization, custom debugging and application analysis,

accellera
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SOC - MCU System Visibility
“End to End” Debugging

* SOC System Visibility
— Tracking Activity from SW Function to Hardware Command
— Debugging the Serial Link Driver in Linux
— System Visibility and System Latency

accellera . DV
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Video Three

Software and Hardware Analysis of SoC operation
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Demo CAN Bus Message Visualization Summary

) Synopsys VP Explorer \
Diff = 1138680310001 ps i”fg —53 |ms 155 LI PIE ™

r; m=g_McuSpeed_0x102 Trace [ Speed=19
Lawid
* 3 Mo Slicing

]

~ mem variables.

Hpm

50 s

Speed

Throttle

7

Lani?
* 3 Mo Slizing

Canfigure...| ~

- Brake
Configure. .. o N oo
# m=g_McuGearDrive_0x100 Trace O Gear=1 K IE.: Goar
A Theottie

N mm
— P ;
“Foot Throtle }r‘

Fool Brake

Brake

fi-t Serial Commands @ n vector
|7 m=g_McuEngineState_0x123 Trace | []Rpm=2638 (Virtualizer)
L7 3.000 p
* 3 Mo Slicing 2.000 K
Configure..| 7 1,000 /!
/
fl /
# msg_McuEngine Throttle_0x101 Trai | [] FootThrottle=61 200 | ,/
o O Throtte=A1 /
MCU_GearDrive 1D: 0x100
~ # Na Slicing ) sy [ o [ comme |
Caonfigure... - 6 0
MCU_Engine_Rpm 10: 0x123
oo e e s e R R e Neserved Rpm
|7 msg_McuBrakeState_0x543 Trace | [] FootBrakeT orque=0 !‘asu R .l l
BrakeT ={ ICU_Engine_Throtte 1D: 0
Ganii? Bl Sl 5,000 - | e
- ol /) WCU_Speed 1D: 0102 * " !
Configure...| ~ / Resenet ‘ Speed ‘

n _________________________________________________________________________________________________________ ,I [ )
-F m=g_McuCtriStatus_0x234 Trace RequestedCrizeSpeed=0 1 553 ] 70 )/ Mcu'cm'sit::' e
Autopilat=0 0 1 1 1 / =
Lanl? LastDrivetdode=0 0 3 3 1 ,/ MCU_Brake_State 1D: 0x543
* % Ho Slicing Drivetdode=0 a 3 ] 1 / —

| — LSO | privepode

4
Configure. .. ¥ K =

-~

m 4 0L oo -

Can Bus Packet Specification input, allows message and fields to be extracted
and visualized
accellera
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Coverage Based Fault Injection

Practical walkthrough.
* Coverage Metrics and Scripting can be used to uncover missing test coverage.

* The file sensors.c, has some large NG N T T

) . | d . d can_transmit.c e 1000%  12/12 1000% 1/1  750%  3/4

comms . ¢ ) SO SN 100.0 % 22 [NGENSGN NN

transient signal detection an D s 2 S
i I dummy loads.c e SO 1000% 1/1 75.0%  3/4
correction logic. T —1 OERE

fos e 8/8 1000% 2/2 100.0% 212
If (NewSample >> OldSample) < sensors.c 1 865% 3207 1000% 3/3 813% 13/16
. uclilo: g 2/2 100.0% 1/1 100.0% 2/2
discard NewSample — ’ ’
4= S I,.’vast rojects/snug2018/VDK_TC38x_v1.0.1fsimulation/coverage fdrive_c/workfvast_projectsfsnug2018/VDK_TC38x_v 1.0, 1/skins osek/josek_gearshift_sc/Applicationfeensors.c, cov.htmlj [ j=a
E l S e :q> -_praj : Q*}/ Q _praj g g PP Q .

: #define SIGNAL TRANSIENT LIMIT 300
store NewSample

: 1id _and update_sensor_data(volatile unsigned int*® src, volatile unsigned int* dest)
H 1700 {
- : : /¥
e \We are not coverin g the code : ; . Have a look for high spikes in the data and if seen. ignore them
: : *f
+ + + ] 1700 : if {(*src > *dest) && (*dest != 0})
which handles such transients Ml e s > s e s
] . . 1

kip th i i high

« Generating and testing such code s
can be difficult on the real )

ardWare [ DESIGN AND VERIQFQAI'%Nm
accellera . DV
© Accellera Systems Initiative 36

SYSTEMS INITIATIVE



Coverage Based Fault Injection

* Using Simulation Probes we inject a transient into the MCU and re-evaluate.

F ANO_pin EIAN_0_pn=200 50 defl inject_wsi_out_zfault(self, value, time_in us):

51 INFO MSG('Injecting Fault into: %3 Value: %d for: %d us' % (self.name, value,
Configue. | 52 self.fault value = value
——l — 53 self.mem probe.set_walue (value)
I’ e 54 if self.signal_probe is not None:

55 self.signal_probe.set_walue (value)
Configure...l 7 58 gelf.fault_injected = True

57 # now 3chedule the fault to go away.

self.timer.notify_callback after( self.clear fault, (time_in us,'us') )

1
o

CIAN_3_pin=2684.0

—-.I:. AN_3__pin
Configure...l v

[ Filename | Line Coverage & “Functions ¢ | Branches * | Filename | ___Line Coverage ¢ | Functions ¢ | Branches $
o, o
can transmit.c e 1000% 12/12 100.0% 1/1 75.0%  3/4 T EEEmei e 100.0% 12/12 1000% 1/1 75.0% 3/4
comms ¢ e R 1000% 22 cimms. = _:' (S SR 100.0% 22
modes - _ _- 100.0 % 272 drive modes.c [ _—_- 100.0 % 272
- . —_————
r 9 VDK dummy loads.c e E0OESEEN 100.0% 1/1  750% 3/4
dummy loads.c ) INSONEENMNGIRY 1000% 1/1 76.0%  3/4 T IS0 PSSOl 1000°% 1/
Py —— gearshift.c S — -0 %
gearshift.c — IS0 1000% 11 —— — 71—
bS] g 1000% 2/2 100.0 % 2/2 : =
on no | E—— 946 % 35/37) 100.0% 3/3 87.5% 14/16
1000% 3/3 813% 13/16 100.0% 1/1 100.0% 272
e 1000% 1/1 100.0% 2/2 ’ ’
void walidate_and_update_sensor_data(volatile unsigned int* =sre, volatile unsigned int* dest)
: void validate and update sensor data(volatile unsigned int* src, volatile unsigned int* dest) : 1530 L =
o 1 e H H * Have a look for high spikes in the data and if seen. ignore them
N . . . . . H : */
:/Hava a lock for high spikes in the data and if seen. ignore them B B E st g B eme b el (i (eERE o= 01
+ o+ o+ 1700 if (({*szc > *dest) && (*dest != 0)) J ; t §
. I ] I]H T i+ +1 143 if ((*src - *dest) > SIGNAL TRANSIENT LIMIT)
i 49 if ({*src - *dest) > SIGNAL TRANSIENT LIMIT) < .
‘ i Jr * skip the transient src iz too high
‘/Ekip the transient src is too high 8o 120 180 200 240 280 320 0 : =
- 98 : rintf("Potential Transient Detected (High Spike): src: $ld dest: 31d
ag Epda:e_changes (de=st, dest): 7 .
98 : return;
: H H
: R * : : }
3400 : update_changes (src, dest); 2868 = B SEEC_Suens tuns Sels S
) - :
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Demonstration Summary
Four Main Use Case Overviews

* Development and Verification - % =
— Virtualizer Software Analysis Tools . ' L
— Debugging with 3rdparty HLL debuggers _,\ e

* Application Verification e
— SoC application with vHIL (Simulink, CANoe) . BMEE | nteg onand

* 0OS

— Porting and Verification
— Driver development and Testing
— Visualization and Debugging. L

* Functional Safety Testing

— Coverage Based Fault Injection

— SW Test and Quality Metrics e 2018 .
a@ DVCON

o L CONFERENCE AND EXHIBITION
© Accellera Systems Initiative 38

SYSTEMS INITIATIVE



Session Summary

* In the accelerating Automotive Industry
— Software is key.
— Software will always be on the Critical Path.

 Complexity growth in HW architecture and SW is
exponential.
* For early development or post silicon use Cases

— New challenges are pushing the boundaries of traditional
approaches.

* Virtual Prototyping and VDKs can play a big part in:

— Reducing Product Time-to-Market.
— Accelerating Development.
— Increasing Product Quality and Functional Safety.

accellera -
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