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Cybertronics Systems

An Overview




Definition of Cybertronics

Cybertronics is the engineering discipline of functional co-architecting
of electronics and software to realize new software defined,
semiconductor enabled systems.

* The definition of cybertronics covers
* Network level
* Electronic unit (Multi-PCB enclosure)
* PCB
* SoC
FPGA and Chiplet level
Embedded software
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System-of-Systems subsystem hierarchy
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Structure of Cybertronics System-of-Subsystems
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Cybertronics Challenge

New dimensions of system design complexity




Cybertronics challenge

e Cybertronics systems design challenges are not faced at any other
type of system design

* The main challenges in cybertronics design
* Multi-disciplinary system with dynamic configuration changes
Requirements allocation, propagation and tracing
Complexity
Function allocation
Verification
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Multi-disciplinary systems

* Cybertronics system contains different implementation domains
* Network
* PCB
* Integrated circuits (SoC, FPGA, ASIP, 3DIC, HW IP, Chiplet)
* Embedded software

* Multiple architecture options available = Optimization based on e.g.,
* Area and cost
* Performance and power

e Optimization requires understanding of implementation technologies
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Requirements allocation, propagation and
tracing

e System-level requirements decomposed to subsystem requirements
* Parameterized requirements for automated requirements verification
* Additional requirements specified during the decomposition process

* Cybertronics requirements challenge:
 Different requirement management tools and strategies in different domains
* Interpretation of requirements in different design domains
* Requirements tracing in multi-disciplinary design environment
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Complexity

* Multiple dimensions to be considered
* Computational load
* Data movement and caching
* Real-time requirements
* Power consumption

* Complexity is orders of magnitude higher than in mechanical systems
* Millions of lines of SW code in multiple SW stacks
* Billions of gates in an average size SoC

* Managing the cybertronics complexity with traditional design
methodologies is not possible
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Function allocation

e Cybertronics functionality can have different implementations
» Software executed on different processor architectures
* Hardware accelerators on SoC or FPGA
* Application specific standard components
 Specific devices (e.g., network routers)

* Diversity of the implementation options leads to a huge solution
space

* Different function allocations lead to different metrics (e.g.,
performance, cost, power consumption)

* Quick exploration of different architecture options is necessary
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Verification

* Verification complexity:
* Thousands of requirements
* Millions of tests
* Multi-level, multi-domain verification

e Due to multi-disciplinary system nature, a multi-level, multi-domain
verification is required, but
* Domain specific verification flows
* Multiple repository architectures and formats
* Flat verification approach = Huge number of tests to be traced
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Taming the Beast

Tackling the Cybertronics Challenge with MBCSE
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What should a cybertronics system design
methodology provide?

* Multi-disciplinary system modeling
* Information hiding and abstraction

* Model-based engineering approach for seamless communication between
design teams

* Adding domain specific information only where needed
* Links to domain specific implementation flows

* Complexity management
* Clear separation between function and structure
e Gradual increment of fidelity during the modeling process
* Dividing design into subsystems for more detailed decomposition
* Design integrity management
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What should a cybertronics system design
methodology provide?

* Requirements handling
* Assisted allocation of requirements and parameters to the model
e Automatic propagation of requirements and parameters throughout the process

 Function allocation
* Free allocation of functions to different structural elements
* Exploration of different function allocations

* Verification
* Requirements driven digitally threaded verification throughout the design process
* Integration of domain specific verification processes
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Model-Based Cybertronics Systems
Engineering methodology

MBCSE methodology borrows concepts from several methodologies:

* Arcadia provides a structured approach to system decomposition

e Subsystem hierarchy concept
* Clear separation between function and structure

* Integrated requirement and property handling
* Automated transitions ensure integrity between design layers and subsystems

* Property Model Methodology for validation and verification

* Formalized, property-based requirements
* Continuous refinement of requirements and constraints

e Simulation-based analysis

* Verification Capture Point -based digital verification threading
e Universal data object for digitally threaded verification
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Cybertronics architecture modeling process
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Cybertronics Systems Integration Lab Framework
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Modeling multi-disciplinary systems

* MBCSE methodology enables specifying
individual target implementation domain
for each subsystem level

* Transitioned subsystem is treated as a
component in the parent system

e Subsystem is handled as a separate project

* Domain specific implementation details
are inserted using properties and they can
be extracted from the model
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Managing the complexity

* Many techniques available -
* Subsystem hierarchy —_
* Function breakdown |

 Different components on a subsystem level
* Subsystems

* Library systems, Off-the-shelf components, or
IP

* Increasing the fidelity gradually
* Add information to model, where it is needed
* Property groups with specific names for export
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Addressing requirements handling

* Allocating requirements and parameters to the
functions or structures

e Automatic propagation of requirements to
* Other system layers

e Subsystems

* Implementation flows "
e Automatic tracing of requirements through
 Allocation

_ ’Vm
_~"2.0-2 The device sh:
" recognize digits in
Captures Réquirement  given time
: ® /
* Implementation P

r o
* Verification Capture Points link requirement to .
verification
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Function allocation

Functional, logical and physical architecture layers

Functional architecture:
* Description of system functions and data exchanges
* Related information can be added as properties

Logical architecture:
* Allocation of system functions to logical components
» Allocation of function data exchanges to logical channels
e Performance analysis based on performance properties

Physical architecture:
* Allocation of logical components to physical components
* Allocation of logical channels to physical links Source: https://mbse-capella.org/arcadia.html
* Implementation specification for domain specific flow
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Digital verification threading using Verification
Capture Points

* VCP enables automated verification threading

* Verification Capture Point links together
* Requirement and requirement parameters
* Model or implementation to be verified
e Test model
» Test configuration
* Verification result

Model Requirement Parame ter Value Min | Max | Certified By Commen t

2 0-2 The device shall recognize digits in a given timelf Recognition time [ms]lf . ” 1520 §15 |20 [£ " Lisa Verifier |

Cybertronics Module

Scanner Recognition Time
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Example system

* Hand-held scanner to read hand-written postal codes

e System design has multiple implementation domains
e System enclosure (mechanical)

* Electronics subsystem (PCB)
* System-on-Chip (embedded HW/SW system)

* The example covers following aspects
* Functional definition of the system and requirements allocation
 Allocation of functions to mechanical and cybertronics parts
 Decomposition of cybertronics subsystem to components on PCB
e Optimization of HW/SW allocation on SoC
* SoC architecture specification for digital IC implementation flow
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System decomposition and implementation

What the system shall accomplish How the system will work How the system will be implemented
Function éLATchﬂ;ectu re Logica%g%%’rt’"e;ctu re 9
L

Transition electronics module to a subsystem

All electronics
and software
functions

e &
g £
I
1t

. 1

All digital W
and software |l
functions =

*) Source: Adobe Stock
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Top-Level System Modeling




Funct|ona| capablllty model of scanner device

. Operational environment and capabilities of the device
* Defines device functions and actors the device is interacting with

Read Hand-Written Postal Code




Map capabilities into a functional architecture

Read Hand Written Postal Code
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Allocate requirements and parameters
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Map functions to logical components
D P PR
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Model physical architecture of the device
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Why system to subsystem transition?

e Subsystem transition is part of the system decomposition process
* Enables development of large systems of subsystems
* Propagates all relevant information to the new subsystem project
* Unlimited subsystem hierarchy
* Integral part of Arcadia methodology

e Benefits:
* Maintains design abstraction
* Minimizes amount of detailed information in the upper system level
* Maintains integrity of the design through automatic transition

* Subsystem has visibility to the upper level only through the transition
interface
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Modeling and Analysis of PCB-Subsystem




Transition Cybertronics Module to subsystem
e ) > S”M> > Arsaf;zfi.m)

Switch component

[}] Operating voltage [V]
=0 Goal =5
] 1dle power [mw] & switch E min = 512
=0 Goal = 20 - V] :—c ax =
—Min=5 le - ] Low power idle mode| -
1= lar =] Power comsumption [mW])
= Max = 50 B 1dle power [mW] [l Power supply
Activatic - 3 =aGoal = 750
*u B Activation (5] Operating voltage [V] | - 7 =— e
kY -] Power comsumption ] o In= 20
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Physical
Architecture

Creating logical architecture

Logical Architecture
Develop System Architectural Design

System
Analysis
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Analyzing feasibility

Cybertronics-5oC-Cluster 2 - Kernel Object Run-Time Distribution per CPU

* Does the function allocation meet
requwements, e.g., Interval 100ms
* Performance Target is 20ms

* Power consumption 7489 TASK

CPU Execution Run-Time Statistics

0.34% System

\_ 0.08% I5R
24.89% IDLE

CPU[0] (75.11% BUSY)

* This design needs a custom IC
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__________________ -Ti
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|
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Physical architecture of Cybertronics module
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to PCB design flow
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System-on-Chip Subsystem

Digging into Details




Transitioned SoC subsystem

Logical
Architecture

System Analysis
Formalize Systam Requirements

Operational
Analysis

t.T—] Digit recognition time [ms] E Accuracy [5]
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Functional decomposition of the algorithm

Operational System Analysis Logical
Analysis Formalize Systam Requinaments Architecture

e Each function implements a partial behavior of the architecture

(&) Recognize digit
. . &7 Convolution | ( (&) Dense
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D= Image queud ?@ Convolution_2D &) Dense 2 [#Eﬂofthﬂax_ln [:] E SoftMax ‘
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-~ “ - - *. -~ B &P Send digit to host )
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l \ d d I t . | . | t t . t .
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-~ ~ ) == . n .
m Performance properties \ / el N
[.T-] Densel_In properties| -
- . . . [=] MaxPool_In properties MaxPool_In — — "~ Bl Dense2 in Digit_Out
m SlmUIat|0n pl’Oper’tles —————— B e Dt = Datasize = 3920 i
mammm e Datasize = 15680 .
S
" —_— - “\ a ~ &) Send digit to host
[EJ Digit recognition speed [ - - - = - - &) MaxPooling [% T T &) Flattening FE 5eqse1_ln &) Dense_1 | | &0 Serial port writer [5=1ke]
[.T*] Digit recognition time [ms] - 4 L L L
N\ ! N\ !
[.T*] Digit recognition time [ms] - — o )
=0 Goal = 18 = ’ A Il
:_z MT: =-15 i ] Flatten_In properties (&) Power-up and Idle Controller ‘ :.
== Max = 20 L ’ = Datasize = 3920 \_n n |
.27 \ | ' &
MaxPooling properties [« D=l Pow [Efl Heset antro !
B [&] Performance properties . dle contro !
=z InputFMapSize = 784 N
— - . k] \ \ i Performance properties
=cNumofChannels = 20 [, - i NumOTCIOCKSH_W SEED Voltage & Power-up @® Idle state [-_"3 it L S = o
= Poolsize = 2 e Mumofinstructions = 54880 conversion handler manager =G InputFMapsize = 3320 |__|== MumofiMacOps = 78400
= Stride = 2 . [—T‘]S' o o = NumofWeights = 78400 = Numofinstructions = §31040
EOutputfMapSize = 192 | - Sl = OutputFMapSize = 20
[ Performance properties = Filename = maxpool_2d.h [5] Performance properties [™ [ simulation properties
[_T—]Simulation properties E Filetype = C++ class ) [_T—]Simulation properties =5 Filename = dense.h
= Interface = maxpool_2d_IF.ipx T Filetype = C++ class
=0 Interface = densel_IF.ipx
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Scanner component S)ZEI Scanner data interface]
2]

L) Scan documen

Scanner Soc

Allocate functions to logical components
PP B

Convelution processor

@ Convalutiol

MaxPool_In

Dense processor

) Power-up and Idle Controller

D=l Dense2_In
s @0 MaxPooling |3 @ Dense 15— () Dense_2
o - p=-
D=l Image queue [1‘LEIBus iF1  [FFlatten_In Densel_In #ﬂBus IF2 DOl SoftMax_in
-l = _ SLA
L= - §T] Softare — DES] S erial link $LA| USB Controller
- - _,L— - = ]
A ¥ C LI 5
- e D= Digit queue . .
@6 Create image @5} Flattening gta Send digit to
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(L7} Scale vector
Power controller
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Defl Power supply Ol Redet [ 1d e contro
— =
j'Q\-uer suppl moduia -
- # L

T LY A
Voltage Power-up Idle state
@ CONVErsion @ handler @ manager

2024

DESIGN AND VI FICATION™

DV

CONFEREMNCE AND EXHIBITIOM



Create a performance model

* Performance analysis model uses —
partitioning in the Logical Architecture o s
* Logical System as an ECU peb ocgon

e Executable functions on SoC with one or more
CPU clusters

* Logical components as CPU cores with the

allocated functions on SW components. S ’ .@ ’
* SW functions implemented as synthetic oo el
workloads or real SW code

e Data traffic uses a shared memory
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Performance analysis procedure

Performance analysis is an iterative process

1. Coarse analysis using software implementation of all functions
e Create an initial HW platform model
* Allocate functions to SW tasks using synthetic load values
* Analyze execution results and move functions between the SW tasks
* Pseudo accelerate functions by using HW accelerator latency as load value

2. Fine-grain analysis with Generic Hardware blocks on the HW platform
* Replace the accelerator candidates with Generic HW blocks
» Set data I/O and processing latencies to realistic HW implementation latencies

e Simulate with different latency combinations to specify latency and clock frequency
range for accelerator IP development
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Performance simulation model

* First trying full software implementation with 3 CPU cores

Cybertronics Module vector scaler process
S@nnesols ® Seale vector
Scaled vector in port - -
CpuCluster 1 — —[I‘g' @ Inference interval .
Q Scaled vector — Image queue out port Convolution process
Bl coucore 1 @ coucore 2 25 Column vector : uint8128] — Image gqueus in po "3 @ Convolution_2D
Vector scoler process Convolution process Scaled vector out po;li"'"‘ 51, i20erstion procss E} ¥ DataReceivedEvent 1 B MaxPocl_In in port
N - .-
Y Create image
® scale vector >F = {2 @ convolution_2D ® 9 0 Flatten In out port )
Li el J Li = p, P, DataReceivedEvent 1 - P La Flatien_In in port
= 7 < Q Flatten_In Maxpooling process E
Scaled vector T g — o MaxPool_In out port
il ) ’ 5 MaxPooling data  uint8[20] Y .
Image c{gtion process ‘gr — =¥l Image queue Mﬂxpu;)ﬁr‘lg process @® Flattening 43 ® MaxPooling
L o 2 v Autom at|c Creatlo n ¥, DataReceivedEvent G = -E,Il Densel_ln in port ¥ DataReceivedEvent 1
@® Create image 4 “%  ® MaxPooling I -
J S~ Q Densel_ln
Flatte!
,E}// srenin Dense_1 process
® Flattening [Elcoucore 3 : ® Dense_1 sensea.in i por
. '13}‘—7— =] Dense. 1 process SoftMax_In out port T DataReceivedEvent 1 s
5 - Softmax process z Q Dense2_In
= -
g R P
hi ] ) Digit_Out in port = = Dense_2 process E
Softmax process B f T DataReceivedEvent 1 SoftMax_In in port | %y .| Dense2in outport
P DenseZ_In * .
Q Digit_Out @) Dense_2
@) SoftMax e | Dl SoftMax_in L fo‘i“-)j"mf\‘-’“ 23 Digit data : uint8[1] b V4, DataReceivedEvent 1
Ay 5 . i T~ -
4 @® Dense_2 Digit_Out out port \{ Qutput process
Digit_Out ) =T
"1~ @ Serial port writer
@Wﬁf‘”mm Fa DataReceivedEvent 1
i
@® Serial port writer
/
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Setting up the simulation

Cybertronics Module
Scanner SoC

0 SoC interconnect bitwidth
and clock frequency

(Physical Component) [Node]
Editing of the properties of a Physical Component

Capella | AE Analysis . Management| Description | Extensions

Aoci Width 4 Cybertronics Module
Axi Frequency: 100000000 B scanner soc
: CpuCluster 1 |
| @ cpucore 1 Bl cpucore 2 |
B Properties a]

(Physical Component) [Node]

P roce SSO r fa m i Iy a n d Editing of the properties of a Physical Component cpucore [Dlcpucore2

Vector scaler process Convolution process

CIOCk freq Uency Capella | AE Analysis . Management | Description | Extensions o

= - : -

Arch Family: | ARMVYS-Family:CortexA53

Frequency : 500000000

(Physical Component) [Behavior]
Editing of the properties of a Physical Component E’
Capella | AE Analysis . _Management Description | Extensions

Software workload setting

Convelution_2D

Load: 14386400

Src Path: Workspace..  File System...

J Priority: 7
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Exploring different load configurations

I L D D e e L L
| 770,0m 780,0m 790,0m 200,0m 210,0m 220,0m 230 250,0m *

Task Execution Statistics

750,0m - DR T ’
:
me (5 2 84-4,219@& = 91,13923m) \
~ RUNMNGLsusiﬁﬂ—’ﬁ-smal_
13.52% TASK —_— .
1.23% Systern JOm 868,0m &7Y0,0m 872,0m 274,0m &760m |273,0m Bﬂﬂm
W e, 1R Time 5]
CPU[2] (14.81% BUSY) c2: 8?7,129€8m I:ljx = 23,04578m]|

Dense_1 [0x390c8)

MaxPool [0x38a63)

atcellera

SYSTEMS INITIATIVE

Swe Mame :

I H’lP‘UNN CPU Execution Run-Time Statistics SUSPEND - [O]Cpucore 2
Tow e L DBE% System : : S
| Switched to!€{Switch o1 b DLE — - omnisR to CPU 0| Convolution process
Z [ 27.47% IDLE
| B.55% TASK
| - a - . .
. ! Jugiiﬁs?mm 71.79% TASK ) ‘/Jﬁ %: ® CG&JGlUtIDr‘I_ZD
NU_QUEU... I'—HNU_Q CPU[0] (8.36% BUSY) CPU[1] (72.53% BUSY) SUSPEND l_ _,-"‘/ il )
z I — -
NU_QUEUE_SUNU_of %572% P€ Interval 100ms susPENDJsPEND | [ Properties O X
Z : JH 05% TASK {
R - 1.17% System H 1
RS t“:quw'tCh i, to CPU D (Physical Component) [Behavior] P
: CPU[2] (14.28% BUSY) . . :
| NU_QUEUE-SNU_Q SUSF'ENDH— NU_quUEu|  Editing of the properties of a Physical Compenent
- | Task Execution Statistics ]
Switched tﬂ:‘elswitchjgnvmu [0%356a8] to CPU Dl—
- ' ense_1 [0x390¢5] | T Capella | AE Analysis . _Management | Description | Extensions
" MU_QUEU = MU_(QlfxPool [Dx36558] I =SUSF‘END|—| NU_QUEU
——

Convolution process

Convolution_20

Convolution Accelerator
Load : 15680 . .

Src Path :

Pricrity :
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Results with 2 accelerator candidates

MU SL... HF{UNNINGHU_SLEEP_SUSPEND MU_SLEEP_SUSPEND |- TASK-Scale_v [(x371d8] CPU [0]
- ]
| switcheditdSwitched to CPU 0] Switched to CPU 0} TASK-Scale_v [0x371d8] CPU [1]
= T
SwitchedtdSwitched to CPU 0| [Switched to CPU 0} TASK-Scale_v [(%371d8] CPU [2]
_ |
NU_QUEUE/NU_QUEUE_SUSPEND| | NU_QUEUE_SUSPEND NU_QUEUE_SUSPEND TASK-Create_ [0x37598] CPU [0]
| MU_QUEUE[NU_QUEUE_SUSPEND] I Ruw. | WiNu_QUEUE_SusPENDH TASK-Flatten [0x37958] CPU [0]
_ |
Switched}aﬁwitched to CPU D/ |Switched to CPU OH TASK-Flatten [(%x37958] CPU [1]
- i
NU_QUEUE{NU_QUEUE_SUSPEND)| NU_QUEUE_SUSPEND H{ nu_a CPU Execution Run-Time Statistics
- ]
| SWitChEdﬁSwitchEd to CPU Dl |5‘"""'itd'-'e':| to CPU D|_ 91.45% IDLE —— 93.81% IDLE —
- |
B.76% TASK 5.18% TASK
NU_QUELE/NU_QUEUE_SUSPEND| NU_QUEUE_SUSPENDH] NU_Q - AN 0.97% System
'ﬂ—'—'—'—la'a:—ggg{ﬁﬁﬁ;ﬂ'hl""l""l""I""I""I""I""I""I""I"" dD.Z?%ISR 0.05% ISR
955,023 OIS Mer oy 953.0m  959,0m  960,0m gsmm 962,0m  963,0m  964,0m )m 57,0 CPU[O] (8.55% BUSY) CPU[1] (6.19% BUSY)
me (5] C2: 966,50 7m (cbe = 11,43123m)

96.89% IDLE —

j 2—2.1% TASK
1.25% System
0.06% ISR

CPU[2] (3.41% BUSY)

Task Execution Statistics

MaxPool [0x38268]

Create_ [0x37558]
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Performance with 2 accelerators and 1 CPU

Cybertronics Module

* Modify performance model

CpuCIuster 1
. @CpuCore‘l
* Analyze required clock frequency e I
y, B Convelution HW
* Requirement met with 200MHz clock T | e | |
,"': DRI Flatten_In ‘C
[[READY| NU_SLEEP_SUSPEND —[NU_SLEEP_SUSPEND| || RUN... | NL|TASK-Scale_v S g
| S
NB-[NU_QUEUE_SUSPEND| | NU_QUEUE_SUSPEND —{MU_QUEUE_SUSPEND| | RUTASK-Create_ 4 | T—oagenser n e
I x'“-a.xhx B Derse HIW
ND-{NU_QUEUE_SUSPEND| | RU... | NU_QUEUE_SUSPEND |-{NU_QUEUE_SUSPEND TASK-Flatten | Elsofmuxroces S 3““
| [ oowe 2
NG-{NU_QUEUE SUSPEND| [ Run.. |H{NU_QUEUE_SUsPEND] TASK-SoftMas O Dasote, [
: Digit_Out
ND-{NU_QUEUE_SUSPEND| | H{NU_QUEUE_SUSPEND| TASK-Serial_[! o,amdifm
[ICTi762,05952m b 7ea0m  7700m T720m 7740m  7760m  7780m  7200m _Zidem——iidQm 7 ’
Time (<) C2: 77825 (x = 1519837m)] )
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Final SoC implementation architecture

Dedicated HW accelerators
. \ — §F] Scanner SoC
for ConVOIUtlon and Dense ElCon'.'olm ElDenseAccelerator

$E| Convolution processor El Dense processor
Pensel_In

[1=1]
D] bzxP . =
MR 36 MaxPooling Dense_1 Lptier ~ e L
————— ’, -
S pmammmmmemc

Convelution_204

Dl BusIE 1 [p=alm | |
D= Image quedie
D] 24 SZE:%AX M2, D] 26 SSI EEIAX M3
—
. Ea L _ Interconnect
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T T
. §F| U - 4P| RAM §P|ROM H h |
Single CPU core > | | fa oo | E’ _——peripherals
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SW functions : = _
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’ _ "1 L2 ol .
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L T A J
ff A\
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Conclusions

Multi-context modeling

Model-Based Cybertronics Systems Engineering is a new methodology
that extends model-based systems engineering into the electronics
domain and drives cybertronics desigh automation

* Formalized methodology and tooling to support
e System modeling with multi-project and subcontractor support
* Architecture exploration with early performance analysis
 Verification management with digital threading
* Paths to multiple electronics implementation domains

* MBCSE methodology enables a holistic analysis, exploration and
implementation of cybertronics systems
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Conclusions

Verification capture points

* Verification threading via the capture points (VCPs) enables tracking

of all design decisions and verification status
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15

20
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20
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20

20

Ran performance analysis based on using a standard CPU on the PCB.

90.13 Measured value fails to meet budget by a large margin. Suggest creating a

91

23

11

21

15.20

custom ASIC for this function.

Simulated an SoC architecture with 3 CPUs, and a full s/w solution, but
.14 timing exceeds budget by ~5x. Analysis suggests accelerating convolution
function.

Using an accelerator for convolution, but timing is still over budget by

.05 ;
~20%. Analysis suggests that we also need to accelerate the dense layer.

With acceleration of the dense layer also, the timing budget can be met. To
43 be within min-max range we will constrain convolution accelerator to 5ms,
and the dense layer to 2ms to achieve optimal timing.

07 SoC with CPU plus 2 accelerators, simulated with 100 MHz clock frequency
" does not meet the requirement. Suggest we increase the frequency.

SoC with CPU plus 2 accelerators, increased clock frequency to 200 MHz
gets us within the budget, close to the minimum.
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