DESIGN AND V ICATION™

DvEonN
EmEmEE © BOSCH

MUNICH, GERMANY
OCTOBER 15-16, 2024

A Software infrastructure for
Hardware Performance Assessment

Ingo Feldner
’~ = ANNHEIM
(N Ex Axel Sauer

Tim Kraus




Implementation phase

.
Architecture Assessment
I—O O k I n g b a C k L (Hybrid) Emulation
()

Series phase

Hybrid Simulation

Functional Simulation

e 15 years+ experience in applying models for SW development
* Covered various use-cases throughout the development cycle
 Added HW details for early IP verification

* Main model drawbacks encountered:
* Availability
* Cost
* Mismatch to HW

* Performance Assessment poses even more challenges on application
of simulation technology
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Multi-SoC Effort TTM

Blacklisting Performance

Aut ti
Supply-Chain Security utomation
Vendor Lock-In

Business Mo

V&V . .
PrOCertlflcatlon Licensing

It’s not only the models

Algorithm/Software

. . . . CI/CD Integration |
Increasing complexity, stagnating productivity \

Efficient programming required

\_ Concept phase Implementation phase Series phase
Pre-Silicon: Architecture Assessment Simulation Use-Cases
! Early functional/timing (Hybrid) Emulation >
Verification of embedded SW )
Post-Silicon: Hybrid Simulation* > )
Increase observability and ™ : : - N
controllability, reduce cost HOVY to make & Functional Simulation® > ~\
Pre-Awarding: Evaluate and this scale? - Het d - ifi
ensure SW performance on O eterogeneous domain-specitic _)
different HW architectures Hardware _)
Specialization, Heterogeneity _/
\ Dedicated HW optimization required y

Realistic HW assessment and
comparison of suppliers
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Situation Today

system Integration * Fragmented simulation landscape
(compa"vspec'f'csetum hinders broad adoption due to
E.o proprietary data formats and interfaces
D (-]
}<'U Tool A c{
&\ = % ) * Reduced effectiveness and efficiency
8 A oper e % ¢ with complex business setups and long
T ‘g ( contractual lead times
5 TEE, gt
@ ‘@0

Custom Inhouse

* Missing flexibility, high invest into
proprietary vendor setup, resulting in
high risk of lock-ins

MANNHEIM 2024

i DESIGN AND VI FICATION™

aceellera

SYSTEMS INITIATIVE

||l
|
IDIDDIEI

]
| |
L]
RISC-V |
11




What do we need?

* Improved and highly automated
N\ integration on defined data formats

for System Evaluation

SUNRISE

[ 'ﬁ

Use-Case API/DSL r -

Infrastructure

N

Data formats

Assemble

e

Evaluation API

* Definition of secure execution, data
access rights and collaboration
models

e Support of multi-vendor, multi-tool

"“tegra““ = setups tailored to customer needs
Integration API
«‘teration API . . .
* Scalable business models fitting to

on-demand use of simulation
artefacts
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Seamless cross-vendor integration against APIls/DSLs is
key to scale simulation technology

IMPORTANT:
SUNRISE is not a tool, it's a set of and
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The concept

RESTful Infrastructure
for System Evaluation

4 A SUNRISE 4 b

» System Execution
User Specific Execution Engine Y

/ \ \ // Scalable UNified \ / /
(- U DRI N

Setup Container

N
k User Front-End j K Infrastructure /

,______;;_______s

~ ——————
— — — — — —

—— — — — — — — — —— e e ~N —_—_——ee—eee—eee— e e, e e e, e e — — —— — e — o —— — — — — — — — —

Focus: Versatility Focus: Independence Focus: Scalability

For more details on APl and data formats attend SUNRISE paper presentation:
Session 4D: Deployment of containerized simulations in an API-driven distributed infrastructure
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APls and DSLs |

Q (System expert)
REST )
API"

@ docker @

SW developer view
(Algo expert)

®

Use-Case API/DSL

Integrators view
(IP expert)

®
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* Role-based approach for
representing responsibilities

* REST APIs for exchange of
data and web-based
interaction

e Containers for defined
integration into cloud and
on-premise use-cases
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Demo: Evaluation of MINRES TGC core with
SUNRISE

/

Jupyter
Notebook

\ User Front-End

4

(¥

Execution Engine

Infrastructure

£ )

P

/

)

\V

MINRES
TGC5 _/

Local Compute Backeny

* Demonstrating explicit calls to EvalAPI REST interface via the SUNRISE Client

Python package

e Use-Case: Performance assessment of the MINRES RISC-V TGC5 VP core
* Simulation container prepared by MINRES and integrated according to SysAPI

requirements

* Evaluation of performance done by RB with Jupyter Notebook as user frontend
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Challenges

* Definition and acceptance of APls and DSLs

e Secure Execution and data exchange

* Protection and consideration of IP rights

* Flexible business models and licensing

* Eligibility to access to results

* Co-existence of legacy setups (e.g., assembly, data formats)
e Separation of tooling and IP

* Debugging complex infrastructure setups

A
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What do we have?

* Integrator API:
 Commercial and open-source integrations available
* Formats for describing Systems and Configurations of platforms
* Integration user guide

e Evaluation API:
e Simulation of containerized platforms
» Definition of basic result formats
* On-premise and cloud services used
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What's next?

* RB is currently investigating possibilities for disclosure of SUNRISE

* Adding more partners willing to contribute and build community.
Interested?

* Continue work on assembly and analysis APls together with partners

* Realizing PoCs by adding more IPs to demonstrate scalability and
efficiency




summary

* The goal of SUNRISE is to enable an efficient, scalable and
technology-agnostic methodology by applying established SW
methods to HW assessment

* Defined and reproducible ways of collaboration on premise and/or in
the cloud

* SUNRISE applies modern SW techniques to improve the timely
application of models and tools throughout the design process

* SUNRISE requires an open-source mindset focused on flexibility and
ease of integration of existing IP and tool solutions




Questions

This work has been developed in the project MANNHEIM-FlexKl. MANNHEIM-FlexKl is
funded by the German Ministry of Education and Research (BMBF)

(reference numbers: 011S22086A-L). The authors are responsible for the content of this
publication.

The TRISTAN project, nr. 101095947 is supported by Chips Joint Undertaking (CHIPS-JU)
and its members Austria, Belgium, Bulgaria, Croatia, Cyprus, Czechia, Germany, Denmark,
Estonia, Greece, Spain, Finland, France, Hungary, Ireland, Israel, Iceland, Italy, Lithuania,
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‘ ’ Slovenia, Slovakia, Turkey and including top-up funding by Federal Ministry of Education
and Research, BMBF (Germany).
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Motivation & Goal

Motivation

* Increasing complexity of software in automotive edge devices %'

 Variety of processor IP through emergence of new
architectures like RISC-V

Goal

* Rapid, efficient, and precise performance assessment and
design exploration

* Usable with all processor cores, independent of vendor and
architecture

' 2024
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State of the Art

* Full RTL simulation
== Cycle accurate
== High effort to integrate processors and to model peripherals, low simulation speed

e Co-simulation of RTL and SystemC
== High accuracy, easier modeling of peripherals
== High maintenance and integration effort for two simulation environments

e SystemC simulation of ISS or SystemC processor model
== Established approach: Addressing fast, yet accurate, architecture exploration
== Easy integration and modeling of peripherals

== Processor integration still poses obstacles:
* |nterfaces not standardized, different TLM protocols, no accurate timing
* Limited availability of cycle-accurate models

2024
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Approach

* Workflow integrates verilated SystemC model of vendor supplied RTL
* Addresses limited availability of vendor supplied SystemC models
* Enables timing accurate communication
e Compatible with all processors implementing AMBA-compliant interfaces

Synopsys Platform Architect

L — FT TLM2 : ;
SystemC System-Level Simulation and
Processor Processor > Processor Platform Evaluation
RTL Model library block

FT-Trans-
actors

' 2024
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Application Example — CVA6 Dhrystone
Benchmarking

* Open-source RISC-V core, maintained
by OpenHW Group

* RV64-IMAC, 6 stage in-order pipeline

* |- and D-caches, with write-through
policy

* AXI5 Interface for connection to
memory and system

° D h ryStO ne B enc h ma rk as p rOOf Of "CVA6 RISZH\(;MCPU," OpenHW Group, [Oniing]. Available:
https://github.com/openhwgroup/cva6. [Accessed 22 June 2024]
concept
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Step 1 — Verilator and CVA6

// AXI types

////output noc_req_t noc_req_o,

//axi_aw_chan_t aw;

output logic [CVABCTg.AxiIdWidth-1:8] axi_aw_id,
output logic [CVAGCTg.AxiAddriWidth-1:0] axi_aw_addr,

parameter type axi_ar chan t = struct packed { output axi pkg::len t axi aw len,
logic [cvAeCTg.AxiIdwidth-1:0] id; output axi_pkg::size t axi_aw_size,
. . . . . .
logic [cvAaeCfg.AxiAddrWidth-1:0] addr; output axi_pkg::burst_t axi_aw_burst,
* CVA6 SystemVeril ’ - -
eX Oses S e erl O axi pkg::len t len; output logic axi_aw_lock,
. ke s - t . output axi_pkg::cache_t axi_aw_cache,
. ax?_p gi:s1ze_ S178; output axi pkg::prot_t axi aw prot,
packed structs as Intertace. We st burst; output axi_phg: 1q0s_t axi_aw_os,
logic lock; output axi_pkg::region_t axi_aw_region,

output axi_pkg::atop t axi_aw_atop,

h a d tO C re ate a W ra p p e r to 2§i_Et§ ;iz:egt ;i;:e, output logic [CVAGCTg.AxiUserWidth-1:0] axi_aw user,

// end axi_aw chan_t aw,

axi pkg::qos_t qos;

expose the AMBA AXI bus axi_pig:region_t region; i w

logic [cvAeCfg.AxiUserWidth-1:0] user; output logic [CVAGCFg.AxiDataWidth-1:0] axi_w_data,
output logic [(CVAGCfg.AxiDataWidth/8)-1:8] axi_w_strb,

L] L L] },
Slgna |S as ded IcatEd plns parameter type axi aw chan t = struct packed { output logic axi_w_last,

i i i i L output logic [CVABCTg.AxiUserWidth-1:8] axi_w_user,
logic [cvAeCfg.AxiIdwidth-1:0] id; //end axiw chan t w

| nStea d . logic [CVA6CFg.AxiAddruidth-1:0] addr; output logic oxiw valid,

axi_pkg::len_t len; output logic axi_b_ready,
axi pkg::size t size; /laxi_ar_chan_t ar,
. . .. . output logic [CVAGCTg.AxiIdWidth-1:8] axi_ar_id,
® U S e Ve rl I ato r to ge n e rate a axi_pkg::burst_t burst; output logic [CVAGCTg.AxiAddrWidth-1:0] axi_ar_addr,
logic lock; output axi_pkg::len_t axi_ar_len,
axi_pkg: :cache_t cache; output axi_pkg::size_t axi_ar_size,
SystemC model of the RISC-V  “cn
axi pkg: :gos_t qos; output logic axi_ar_ lock,
L n . output axi_pkg::cache_t axi_ar_cache,
CO re CVA6 ax1_pkg: :region_t regilon; output axi_pkg::prot_t axi_ar_prot,
axi_pkg: tatop_t atop; output axi_pkg::qos_t axi_ar_qos,
logic [cvAeCfg.AxiUserWidth-1:0] user; output axi pkg::region t axi_ar_region,
}, output logic [CVABCTg.AxiUserWidth-1:8] axi_ar_user,
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Step 2 — Synopsys Platform Architect
Integration

1 ) Raw Syste m C I m po rt i 2 . A utO m atiC B I ocC k T — H:Il:tfnrm Architect - W-2024.09 - Platform Creator - Untitled (on sto

iagram  Check Tools View Plugins Help

& @ | M Open Library file.. Ctrh+shift+o | (. H RTL Cosim Process pre-imported RTL Block (Full un)
efinemen
hbra.r\es ™ prary set ) Definitions | Examples Launch Example [ Configured AS3)
Definitions| = ~ &1 SYSTEM_LIBRARY siiRequirements and|  Launch Example [lkard)
= % CLOCK 1] metaitc |
- ﬁivs % Update Project Library 2 Dottt Requirements | KPls | »| Details &
=la % Default_indexed_UT % ||[Fiter B
=1 - % Default_UT - 3
= | & < REMAP
% | [ Clear Unused Library References “ RESET o
- + 3 Vevas_wrapper_pa @
| @& Import Components... + Fxtamal nefnitions
+ Exter@__ Import SystemC Module:
@ =
Import HDL..
Import Sy (on stor 16) x P
Launch Platform Architect Studio
Files | Include Paths | Defines ® Package 1A ® A Lre-o-b @@
Default\ /.
ocaldeviandreaswisculmodelicuab verdiVeiat wiapper /e brDomains | G/HARDWARE /AW
n B Q@ o~ »

KPIs .[r HW _‘-ﬂﬁwwk\oad v‘?QMa 3 m\m

Import SystemC Mc les (on stormcs516) x

Bagl«Q@®

jaid Files | Include Paths | Defin Parameters | Metrics  Markers &
Jiocaldevjandreaswiriscvimod  nclude all e B oo B
@ Import all module | iocaldev/andreaswiriscvimod  ncludefvitstd 8
Import modules: e | o il NN
boot_addr_i 0x0 - -
EnableVCSMode  false et vxif_req o
Generate TLM prc Description &2 | cuxif resp | fi_exit o

v/ Update existing e

Reset L L
B boot_addr time,_irg_i
= T rst_n
St axi_r_data & o
cvxlf_resp i -
Reset oK Car of
% SRR s RS Ras! FT TLM2
- o o 1o | - vt veq RSt L ——
Import SystemC Modules (on storr x E 2‘,“”_“‘:_'4 ,,T,._‘E,u_;_s A -F
T s = g Precessor Model
e
[ dox | e il ou_axeur,
Lo ot
cie rvfi_exit o
et a g,
y L :

Processor Mad
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Step 3 — Iterative Architecture Optimization
Flow

Platform and workload modelling
and simulation sweep setup

2 DM s

4 DDRa-iamest
4 bk 0 =
3 U4 00

=
5 DORa- 0w ™
B DR s
e OO e
& OORA-

10 b o
& o arase
< CoRs i .t ; ;" : I i i
« DReiasn

u porsn

Sensitivity Analysis

Values
m boot
I I II |I II II II o

052 054 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8 0S8

DDR 0333 DDR DDR DDR DDR DDR DDR DDR DDR DDR DDR DDR DDR DDR DDR
0800 0333 0800 0333 0800 0800 0800 0800 0800 1200 1600 2133 0800 0800

H a n d _Off CPU 0100 CPU0200 CPU0200 CPU CPU CPU CPU 1000 CPU CPU
0500 0200 0500 0500 1000
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Step 3 — Quantitative Performance Analysis
and Optimization

10 ms

——- e | A v | ——

: W\Mlm i ||M.>mulm " PMU counter
_TiMporttrace || I | = statistics
deammngy .. B Funcion trace
...PMU counter ~ |™= "'} _

trace T ‘% { || ———
= ° +_ Memory

e
+ PMU counter

ol

- 0'

- sta'lstlcs- - 2.'1
11

T
T
T
> -

-~ Memory IOPS
B

ﬂr " — cotmands
m H :]"= P

.““AA-.

* Root-cause analysis of performance issues using traces and statistics
* Interpretation of analysis views from CPU performance counters, interconnect,
memory and flash subsystem
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Application Example — Dhrystone Results

CVAG6 Configuration Cycle Count for 10 Runs DMIPS/MHz

No Caches 17165 0,33
Write-through Cache 5167 1,10

CVAG6 — Dhrystone Performance

WT Caches 1,1

0 0,2 0,4 0,6 0,8 1 1,2
DMIPS/MHz

C 1 - 202 4
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summary

* Proposal of an approach for rapid and efficient architecture
exploration

e SystemC as simulation environment because of its efficiency and ease
of modeling for complex peripherals

* Verilator used for generating SystemC processor models with timing-
accurate interfaces from vendor supplied RTL

* Synopsys Platform Architect as SystemC integration and simulation
platform, which provides pin-level to TLM transactors, peripheral IP
blocks, and simulation and analysis tools

o Ne)
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Outlook

 Study further processors and instruction set architectures

* Model full automotive system-architecture and compare with
equivalent RTL simulation

* Integrate breakpoints and instruction stepping debug features

™
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Questions
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Implementing ISS using DBT-RISE

* Dynamic Binary Translation - Retargetable ISS Environment

* An Open-Source C++ environment to implement instruction set
simulators (ISS) e.g. using CoreDSL

* DBT-RISE-CORE contains the core elements of DBT-RISE and as such is
intended to be part of a target project

* Different backends can be used to adapt to requirements
* Plugins system allows easy extension

* Easy to embed into SystemC based models




DBT-RISE based Platform

Open-Source Infrastructure for Dynamic Binary Translation (jit compiling) for ISS

Core Specification / \
o
b VM - ARCH
Core DSL E = 5
RISC-V: ~ 500 LOC o @ 2
ge] >
=l =
2 o B —
G
| e PR R <
Target specific C++
RV32IMAC: ~ 1.5k LOC =
DBT-RISE
\ : w
g \/]
L DBT-RISE-TGC ISS UART SPI PWM RAM PLIC
Platform Spec. Y A A

% SystemC Platform
Model

2024
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DBT-RISE RISC-V VP

g

GDB Adapter

= R

o
[NN)
=
[a 8
<
[a)
<

SERVER

?,

File Edit Source Refactor Navigate Search

mi w @~ 8w »

4% Debug 2
» [c] dbt-riscv hello gdbserver [C/C++ Application]
[c] RiscV-test (HW) [GDB Hardware Debugging]

v hellg
¥ @ Thread uspended : Step)

factorial() at henc w212 0x20400b3c

main() at hello.c:21 0x20208&pc

i /optFreedomsStudio/SiFive/riscv64-unkndmesg

[€] hello.c 82 | [§] starts [ tim2_recorder.h

nt factorial(int i){
volatile int result

for (int ii = 1; ii
result = result

* AN

return result;
H

int main() {
nrintf{7uslln wnrldivnn).

If-gcc-20170612-%86_64-linux-centos6/bin/riscv64-unknov

dbt-rise - RiscV-test/hello.c - Eclipse - + %
Project Run  Window Help
I R 2 A I W S Nr=R A v

Quicl ss| e @@
Dis BAMod GOl = 08

Ba o ~

Name Value

i+ ¥ = 0 ||(-var 12 |% Bre ifiiReg

6= i

09= result

Details:1@
Default:168

Name : i H
Decimal:1@

3 Debugger Console £2 EE B~ =08

RiscV-test (HW) [GDB Hardware Debugging] /opt/FreedomStudio/SiFive.

(gdb) _start () at bsp/env/start.5:8
g 1la gp, global pointer$

~ =| Temporary Pregkpoint 1, main () at hello.c:19
19 peintf("Hello world!\n");

& console 58 | ¥ Tasks [£] Problems (3 Executables [ Memory ] =% Bf = EE ~” B + = B8

GPIO SPI

PWM RAM

PLIC

dbt-riscv hello gdbserver [C/C++ Application] /home/developer/git/DBT-RISE-RiscV/build/bin/riscv.sc (29.10.17, 14:45)

ALL RIGHTS RESERVED
14:45:29.822 INFO [
B Transaction Recording has started,
14:45:29.884 INFO [

14:45:57.008 INFO
14:46:01.081 INFO [

14:47:16.501 INFO [

SystemC 2.3.1-Accellera --- Oct 5 2017 23:33:54
Copyright (c) 1996-2014 by all Centributers,

14:45:29.885 INFO: Start at 0x20400000
[

0 s] (I703) tracing timescale unit set: 1 ns (simple system.vcd)
file = simple_system.txlog
6 s] reset pending interrupt: @

10 ns] reset pending interrupt: @
802 us] i_simple_system.i_uart® transmit: 'core freq at 134375014 Hz

811 us] i_simple_system.i uarte transmit: 'Hello world!

Writable Smart Insert 22:35

& __—— P

N

N

system environment/test bench

aceellera
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Dated  Anskhe Gehe zu [mttellungen jaile

DBT-RISE - Plugins

* Existing Plugin infrastructure S —

27 @ anoryeous namespace)fop.. S
NOTyMouUs Pamespacel-ge.. &b ~—

* For example: -
* Instruction Tracing |

L8 B N

PNOMMoUSs namespace) ey . B

{anomymous ramespaceorury) b

o

M AANOMMOUs Aamespacelrun.. kb
1 W {anonymous namespacel-vyi.. b
248 I (AN0MIHOUS DIMESPACE] 0w o
. . . .
* Coverage Visualizatio th e.g. Ico oot
ver ISUalization wi 8. \Y e .
& R S N 1 M Cx0000000000000ac0 b
°1: . M | 1 ® 0w 0ORO0 b
* Profil th kcach d [ovomms . § ‘ oes
rofiling with kcachegrind | L .
&« (o} D MesincratcholngrTGCAPIctemalscriptuntming 'm W
. s 2
e Cycle Annotation | LooV- cous covaraoe e
| Current view: top level - hello it ~ hollo.c (sewrce / Dunct ) 18 vy
| Test: coverage.info 180 N B o
Date: 2022.02-15 07:59:21
[ . s Vg
* Register Dumping v
: .
- e W - S
2 | W
-~ - Aufgervfene  Aufnfgraph  Alle Adgerufenen  Aufruferkarte  Maschinencode
. '
.
: Calgring oun 265234 [1] « Gesamtkesten Air Ausgefihrte Instruktion: 613 953 005019
c -
1 Wistile 1M resel
4 for {im 14 = 1; 1; See)
»: ot - At )
}
1 reterm resvity
1)
o Iat T rec (it AN
» LR )
11 retem 1
wlse
" retornl 1+ 0ac reci-10);
Wil
Int mainl )
nef
B SIMINES 001 (CPT0 CTAL ASORGPID 30F SIL) e ~DOFE WANTS WASK;
T *luiatl €5)10PI0 CTR, ASOReGIID 16F A) |
o PrAMT{ Facterial 15 W,
b pristf{"lnd of execetion™): iy
::
1
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DBT-RISE - Integration

e ™ T rALIow 1)

e * * Works in any TLM2

’ O Yemdation 20 . T

e ., - based tool
e . g 1 e e = (R S environment, e.g.
| SRR TR Platform Architect
= * Plugins allow
S ——TES ¥ . . .
i tailored integration
§
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DBT-RISE - Backends

¢ B a C ke n d d efi n es MIPS over Amount of Dhrystone lterations
execution speed
* Each curve shows a : e
different backend . o

* Speed is measured as
MIPS as function of
iterations over
benchmark Drhystone .

MIPS

 JIT techniques o
optimize SW sections
which are executed N S S—

Dhrystone Iterations

repeatedl
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Performance Estimation

* No accurate performance (timing) estimates
for ISS DSL

e |SA-level model: Correct functional behavior !
e Microarchitecture not considered

* PerformanceEstimator-Plugin m_

CorePerf

Perf.Est.-Plugin

* Observes instruction trace

e Estimates timing based on microarch. information
e Retarget via CorePerfDSL

e Accuracy >99% @ up to 24 MIPS Instr. trace

Monitor Estimator

2024
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CorePerfDSL

 Compact structural description CVI2E40P Pipeine
IF D EX WB
* Non_funCtlonaI - IMem Decoder ALU [+ DMemPort  [[H
* Focus on flexibility - - SR o ) ] | B
« External models to represent dynamic TS T e o
components (e.g. caches, branch pred.) ’ : o bH
; PC p Multiplier :
. . : ' (1 :
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Interconnect Models

* TLM to allow interoperability

» SystemC Components library comes with AT level implementations of
common on-chip protocols

* CCl for configuration
* Provides a standard layer, which some tools build upon

e SCV or LWTR for transaction recording
* Some waveform tools for visualization are available that build on top of them
» Text based analysis possible based on structured format

e SCC library for common elements and logging format

aceellera
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Memory Modeling

* Generic testbench component with AXI slave port
* Configurable latency
* No explicit behavior
e Can be connected once modeled

* DRAMSys for improved accuracy in terms of performance
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System Composition using PySysC

* Python Binding for SystemC
* Allows to compose systems using Python

* Beyond support for structural construction, simulation control and
dynamic model parametrization should be supported

* Due to broad availability of Python integrations plenty of libraries can
be used and combined
* Computational models using numpy/scipy etc.
* Uls and cockpits using GTK, wxWidgets or Qt

aceellera
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PySysC Example

1. Instantiation of a module

2. Instantiation of a
templated module

3. Named signal connection
4. TLM2.0 socket connection
5. Simulation run

SYSTEMS INITIATIVE

from cppyy import gbl as cpp
from cppyy.gbl import sc_core

from pysysc.structural import Connection, Signal, Module, Simulation

# loading required libraries

# instantiating modules
clk gen = Module (cpp.ClkGen) .create("clk_gen")
initiator = Module (cpp.Initiator) .create("initiator")
memories = [Module (cpp.Memory) .create (name)
for name in ["memO", "meml", "mem2",
router = Module (cpp.Router[4]) .create ("router")
# creating connections
clk = Signal ("clk")
.src(clk_gen.clk o)
.sink(initiator.clk i)
.sink (router.clk i)
[clk.sink(m.clk i) for m in memories]
Connection()
.src(initiator.socket)
.sink (router. target_socket)
[Connection ()
.src(router.initiator_socket.at(idx))
.sink (m.socket)
for idx,m in enumerate (memories) ]
# run simulation
sc_core.sc_start()

## (1)

"mem3" ] ]

## (2)

## (3)

## (4)

## (5)
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Tracing

 Comprehensive tracing allows thorough analysis

* Choose the right formats

* Waveform tracing using efficient implementation and FST format
e Transaction tracing using Light weight transaction recording (LWTR)

* Python allows easy post-simulation analysis
* Pyfst, cbor2 to read FST & LWTR recordings

* Numpy, Pandas to analyze the trace events
* Plotly/Dash to visualize
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Analysis of simulation results

* The goal of model simulations is the result analysis

* Type of analysis depends on accuracy of model

* Latency, bandwidth only with cycle accurate/approximate models
* Cache statistics only when caches are modeled

* Common, open-source formats for tracing are important
* VCD, FTS for signals
* Transaction tracing using LWTR

* Reuse of existing frameworks for visualization, post processing and
dashboarding

e Dash, OpenSearch

aceellera
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Dashboards

Dash - Mozilla Firefox x

* Trace analysis output = - |

¢ @ | © 270018050 - nlla L« n@E = i
£ Most Visited @ Getting Started ) clang-format configurat... L

Can be used by Open- NCore3 ArchSim
source visualization T T —
tools like dash

100.0n:8 2D2.00ns: 300,00ns 1400,00ns 500,00ns, J00,00ns, 700,005 0
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64375 uslsys_dii : 5TR  size= 3 max used= O average= 0
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64375 uslperf_estimator : simulation time: 748155
I 64375 us15ys : Finished, there were @ errors and @ warnings

: Reading SCV Tile imput  Archsim. txlog

: readsCV took 3,86 sec

Info: Sorting transactions based on stream and phase
i SOrLTX took 7.15 sec

caleulating latencies

: caleulateLatency took 0.82 sec

: Dutput Transaction trace files

: printTrn took @.03 sec

: Dutput performance trace files

: printPerf took .02 sec

: print performance sumnary as CSY to Archsim.cse

: generate performance summary os Python structure

: printcsy took 9.02 sec

: SOV_analyzer took overall 11.10 scc

scratchvoyokjworkarsanoored/por ve/lusls/ogoss.T

| AnalyTa Paitormance
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Correlation

* Correlation against RT| models

e Waveform Analysis Language (WAL) to the rescue
* Allows to abstract from signals to transactions
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Open-soure offerings |

* SystemC Components Library (SCC)
https://github.com/Minres/SystemC-Components

* PySysC: Python bindings for SystemC, adopted by Accellera
https://github.com/Minres/PySysC/

e CoreDSL: a language to describe ISAs for ISS generation and HLS of
RTL implementation
https://minres.github.io/CoreDSL/



https://github.com/Minres/SystemC-Components
https://github.com/Minres/PySysC/
https://minres.github.io/CoreDSL/

Open-soure offerings ||

* DBT-RISE: a library for rapid implementation of ISS/VP using dynamic

binary translation
https://git.minres.com/DBT-RISE/

* DBT-RISE-RISCV: application of CoreDSL & DBT-RISE for RISCV
https://github.com/Minres/DBT-RISE-RISCV

* Model code generation for VP based on industry standards like

SystemRDL
https://github.com/Minres/RDL-Editor

 Utility tools & libraries for VP modeling
https://github.com/VP-Vibes/VPV-Peripherals



https://git.minres.com/DBT-RISE/
https://github.com/Minres/DBT-RISE-RISCV
https://github.com/Minres/RDL-Editor
https://github.com/VP-Vibes/VPV-Peripherals

Questions?
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