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Introduction



Background

M-PHY Version 5.0 – 232 pages

Version 5.0 – 1299 pages

UFS Version 4.0 – 489 pages

Version 3.0 – 288 pages



Current Solution



Another Solution
Ryan, Kevin. "The role of natural language in requirements 
engineering." [1993] Proceedings of the IEEE International 
Symposium on Requirements Engineering. IEEE, 1993.

Dias Canedo, Edna, and Bruno Cordeiro Mendes. "Software 
requirements classification using machine learning 
algorithms." Entropy 22.9 (2020): 1057.

Khayashi, Fatemeh, et al. "Deep Learning Methods for Software 
Requirement Classification: A Performance Study on the PURE 
dataset." arXiv preprint arXiv:2211.05286 (2022).

Ivanov, Vladimir, et al. "Extracting Software Requirements from 
Unstructured Documents." International Conference on 
Analysis of Images, Social Networks and Texts. Cham: Springer 
International Publishing, 2021.



Existing Datasets
• PURE

• Ferrari, A., Spagnolo, G. O., & Gnesi, S. (2017, September). PURE: A dataset of 
public requirements documents. In 2017 IEEE 25th International 
Requirements Engineering Conference (RE) (pp. 502-505). IEEE.

• PROMISE
• Sayyad Shirabad, J. and Menzies, T.J. (2005) The PROMISE Repository of 

Software Engineering Databases. School of Information Technology and 
Engineering, University of Ottawa, Canada. Available: 
http://promise.site.uottawa.ca/SERepository

• DOORS
• Hull, Elizabeth, et al. "DOORS: a tool to manage requirements." Requirements 

engineering (2002): 187-204.



Proposed Solution



Large Language Models
Yang, Jingfeng, et al. "Harnessing the power of llms in 
practice: A survey on chatgpt and beyond." arXiv
preprint arXiv:2304.13712 (2023).

Ivanov, Vladimir, et al. "Extracting Software 
Requirements from Unstructured Documents." 
International Conference on Analysis of Images, 
Social Networks and Texts. Cham: Springer 
International Publishing, 2021.



Transformers

https://heidloff.net/article/
foundation-models-
transformers-bert-and-gpt/



Used Dataset

M-PHY 4.1 Specification: 

1130 text fragments (332 requirements and 798 non-requirements)



Fine-Tuning

https://neo4j.com/developer
-blog/fine-tuning-retrieval-
augmented-generation/



Model Training



Datasets

Training set

• Based on M-PHY 4.1. 
specification

• Parsed manually

• Requirements can be bigger 
than a sentence

Validation set

• Based on M-PHY 4.1. 
specification

• Parsed automatically (PyPDF2)

• The requirement has a lenght of 
one sentence



Training and Inference



Training Environment

Nvidia A100

Google Colab
Nvidia V100



Training Results
M-PHY Dataset PURE Dataset

Precision = 0.618 Recall = 0.874 Precision = 0.513 Recall = 0.778



Comparison to ChatGPT 3.5

Question Answer



Results



Inference on PCIe Specification

Using this markup as an input, 
an experienced engineer shows 
20% better performance



Automated System



Implementation Libraries



Conclusion



Conclusion

• Training dataset based on M-PHY Specification has been prepared

• LLM (GPT-2) has been trained on this dataset

• Automated system for technical documents analysis has been 
proposed

• The proposed solution gives a valuable inputs to improve the routine 
process on PCIe specification

• The approach can be extended in order to extract more information 
from spefications



Questions


