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A Key Factor of Functional Coverage Closure

• Cross coverage involves previously declared coverage points

• Verifying if the behavior of a specific combination of the device under DUT

• One of the key challenges in achieving functional coverage closure 

constraint test_cr {

    test_a dist {0:=5,1:=5};  // 2 cases

    test_b dist {[2:7]};          // 6 cases

    test_c dist {[8:12]};        // 5 cases

    test_d dist {[13:19]};     // 7 cases

}

covergroup cg_test;

    option.per_instance = 1;

    option.name = "test_cov";

    

    cp_test_a  : coverpoint test_a { bins b[] = {[0:1]}; }

    cp_test_b  : coverpoint test_b { bins b[] = {[2:7]}; }

    cp_test_c  : coverpoint test_c { bins b[] = {[8:12]}; }

    cp_test_d  : coverpoint test_d { bins b[] = {[13:19]}; }

        

    cross_test_abcd  : cross cp_test_a, cp_test_b, cp_test_c, cp_test_d;

endgroup



Uniform Weighted Distribution Experiment 

• The cross coverage, cross_test_abcd, consists of a total of 420 bins. 

• Results of 5,000 randomizations when the weighted distribution is uniform

• Difference between the MAX (25) and the MIN (3) of the frequency distribution



Non-Uniform Weighted Distribution Experiment

• Results of 5,000 randomizations when the weighted distribution is non-uniform

• Certain combinations are no longer generated



Suggested Approach Overview

• Python-based coverage agent that supports this workflow

• Automated functional coverage closure using machine learning



Simple Functional Coverage Example(1)

• Total of 8 coverpoints and 2 cross coverages declared

• cross_test_mode has a uniform distribution

• cross_test_xy has a non-uniform distribution



Simple Functional Coverage Example(2)

• The coverage results after running the example code with regression



Log Parsing of Random Variables

• UVM code snippets for printing random variables in the



Coverage Report Example

• What we can get:
• Name of cross coverage

• Total number of bins

• Current number of touched bins

• Number of coverpoints that make up the cross coverage



The Use of Machine Learning

• Decision Tree Algorithm is used
• Input features : Random variables

• Target : Cross coverage numbering

• Predicting highly correlated random variables



The Machine Learning Prediction Results

• cross_test_xy : Find 3 random variables out of the 13

• cross_test_mode : Find 5 random variables out of the 13



Post-processing of Machine Learning Results

• Random variable product set for cross coverage (cross_test_xy)



Constraint File Example

• The randomize() with constraint block.

• Random variables are declared as "soft“



Simple Example Code Result

• The results of applying the coverage agent to the example code

• Maximum of 1,000 tests per iteration



Experimental Result (1)

• Functional coverage closure with coverage agent significantly faster than 
the baseline.

• When the previous regression reached 64.98%, the regression run with the 
coverage agent reached 100%.



Experimental Result (2)

• Until it is completely filled

• cross_cov_7  : Almost not filled or not filled at all.

• cross_cov_14 : Gradually filled up.

• cross_cov_19 : Filled up immediately in the next regression.



Conclusion

• No need for DV engineers to manually analyze the holes and modify the 
constraints of random variables. 

• Functional coverage closure can be achieved markedly faster than the original 
regression without any additional effort from DV engineers.



Questions

• Thank you
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